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1 Introduction

Text to Matrix Generator (TMG) is a MATLAB Toolbox that can hsed for various
Data Mining (DM) and Information Retrieval (IR) tasks. TMGas the sparse matrix
infrastracture of MATLAB that is especially suited for Taéviinng (TM) applications
where data are extremely sparse. Initially built as a pregssing tool, TMG offers
now a wide range of DM tools. In particular, TMG is composedgigfGraphical User
Interface (GUI) modules, presented in Figure 1 (arrows simmsiules dependencies).

Dim. Reduction || NNMF || Clustering || Classification || Retrieval

Figure 1: Structure and dependencies of GUI modules of TMG.

In the sequel, we first discuss the installation procedueM® and then describe
in some detail the GUI's usage. In Appendix A we give a dematrwt of use for all
the TMG components, while Appendix B supplies a functiorrefice.

2 Istallation Instuctions

Installation of TMG is straightforward by means of thei t _t ng script. In particular,
the user has to perform the following steps:

e For MySQL functionality, install MySQL and Java Connector.

e Download TMG by filling the form from:
http://scgroup.hpclab.ceid.upatras.gr/scgroup/RtsfEMG/tmgrequest.php

e Unzip TMG_X.XRX.zip and start MATLAB. Figure 2 depicts the directoyiec-
ture of the TMG root directory.

e Change path to the TMG root directory.

e Run inittmg. Give the MySQL login and password as well as the roottiry
of the MySQL Java Connector. The installation script creaténecessary in-
formation (including MySQL database TMG) and adds to the MAB path all
necessary directories.



e Run gui. Alternatively, use the command line interfacegtypl p t ng.

TMG requires the MySQL, ANLS?, NNDSVD?, PROPACK', SDDPACK® and SPQR
third party software packages. PROPACK, SDDPACK and SPQdkgmes are in-
cluded into TMG, while the user has to download MySQL. Howgevee note that
MySQL related software is necessary only if the user intdodsse the database sup-
port implemented into TMG. Ordinary TMG will run without apyoblem on a Matlab
7.0 environment without any other special software.

TMG ROOT: Indexing module core functions

classification: Classification module core functions

clustering: Clustering module core functions

dataset 1

data: Output data—|

dataset n
documentation: Documentation directory

dr: Dimensionality Reduction module core functions

perl: Perl support

results: Html files resulting from clustering and retrieval modules

retrieval: Retrieval module core functions

sample_documents: Sample text collections

——PROPACK
var: Auxiliary files and third party software————SDDPACK

L SPOR

Figure 2: Structure of TMG root directory.

Ihttp://iwww.mysgl.com/, http://dev.mysgl.com/downloadsivector/j/5.0.html
2http://compbio.med.harvard.edu/hkim/nmf/index.html
Shttp://iwww.cs.rpi.edubboutsc/paperl.html
4http://soi.stanford.ede/rmunk/PROPACK/index.html
Shttp://iwww.cs.umd.edetoleary/SDDPACK/README.html
Shttp://portal.acm.org/citation.cfm?id=1067972



3 Graphical User Interfaces

3.1 Indexing module € ng_gui )

) Text to Matrix Generator - Indexing -0l x|
Window  Help £

Text to Term-Document Matrix
(tdm) Generator

Input FiledDirectary | Elrowsel
Dictionary | Browsel
% Create Mewy teim
" Creste GQuery Matrix Global Wieights | Browsel
" Update tdm U
polate Struct | Erovvse
" Downdate tdm _I
Document Indices | Browsel
— OPTIONS
Delimiter [Emptyine % Line Delimiter
Stoplist | Bmwsel
Iin Length E M Length ED

Min Local Freguency I:I M Local Frequency inf
Min Global Freguency I:I Mz Global Frequency an
Local Term wWeighting ITerm Freguency - I Global Term YWeighting INDI‘lE - I

Database name | [~ Store in MySGEL

[~ use Mormalization [~ use Stemming

[+ Dizplay Results

Continue I Reset | Exit I

Figure 3: The ng_gui GUIL.

TMG can be used for the construction of new and the update isfirg term-
document matrices (tdms) from text collections, in the foffiMIATLAB sparse arrays.
To this end, TMG implements various steps such as:

e Removal of stopwords.
e Stemming (currently Porter stemming algorithm [11]).
e Remove of short/long terms.

e Remove of frequent/infrequent terms (locally or globally)



e Term weighting and normalization.

e Html filtering, processing of Postscript and PDF.

e Store in MySQL (optionally).

The resulting tdms can be stored as “mat” files, while textalaao be stored in MySQL
for further procesing. TMG can also update existing tdmsfigient incremental up-
dating or downdating operations. Finally, TMG can also ¢t query vectors using
the existing dictionary that can be used from the retriemdl eassification modules.
The indexing GUI module is depicted in Figure 3 while Tableekctibes in detail

all thet ng_gui fields.

Field Name

Default

Description

Input File/Directory

Files to be parsed with resulting documents separate
“Delimiter”. Alternatively, each file in the input directgr
contains a single document.

Create New tdm

Checked if new tdm is to be created (default checked).

Create Query MatrixX

Checked if new query matrix is to be created (defqult

checked).

Update tdm

Checked if an existing tdm is to be updated with new d
uments. Alternatively, ckecked if an existing tdm is to
updated using different options (change updsttect).

oc-
be

Downdate tdm

Checked if an existing tdm is to be downdated according

to the “Document Indices” field.

Dictionary

Name of .mat file or workspace variable containing the

dictionary to be used by tmguery function if the “Create

Query Matrix” radio button is checked.

Global Weights

Name of .mat file or workspace variable containing the

vector of global weights to be used by tmgery function
if the “Create Query Matrix” radio button is checked.

Update Struct

Name of .mat file or workspace variable containing the

structure to be updated or downdated by tdpdate (or
tdm_downdate) function if the “Udpate tdm” or “Downl
date tdm” radio button is checked.

Document Indices

Name of .mat file or workspace variable containing the
document indices marked for deletion when the “Down-

date tdm” radio button is checked.

Field Name

Default

Description




Line Delimiter

Checked if the “Delimiter” takes a whole line of text.

ds

m

Delimiter emptyline | The delimiter between tmg’s view of documents. Possi-
ble values are 'emptyline’, 'nondelimiter’ (treats each
file as single document) or any other string.

Stoplist - Name of file containing stopwords, i.e. common wot
not used in indexing.

Min Length 3 Minimum term length.

Max Length 30 Maximum term length.

Min Local Frequency 1 Minimum local term frequency.

Max Local Frequency inf Maximum local term frequency.

Min Global Frequency 1 Minimum global term frequency.

Max Global Frequency| inf Maximum global term frequency.

Local Term Weighting TF Local term weighting function. Possible values: 'Tel
Frequency' (TF), 'Binary’, ’'Logarithmic’, 'Alternate
Log’, 'Augmented Normalized Term Frequency’.

Global Term Weighting)  None Global term weighting function. Possible values: 'Nong’,

"Entropy’, 'Inverse Document Frequency (IDF)’, 'Gfldf’
'Normal’, 'Probabilistic Inverse’.

Database Name

The name of the folder (under 'data’ directory) whe
data are to be saved (currently supported only for
“Create New tdm” module).

Store in MySQL

Checked if results are to be saved into MySQL (curre
supported only for the “Create New tdm” module).

use Normalization

Indicates normalization method. Possible valu
'None’, 'Cosine’.

use Stemming

re
the

ntly

es:

Indicates if stemming is to be applied. The algorithm cur-

rrently supported is due to Porter.

Display Results

Display results or not to the command windows.

Continue - Apply the selected operation.
Reset - Reset window to default values.
Exit - Exit window.

Table 1: Description of use ¢frrg_gui components.



3.2 Dimensionality Reduction module {r _gui )

<) Text to Matrix Generator - Dimensionality Reduction - |EI|5|
Window  Help £
Text to Term-Document Matrix
(tdm) Generator
Select Datarset |
— Method Compute SYD with
% Singular Yalue Decomposition (500 % MATLAB [sves)
" Principal Component Analysis (PCA) ™ Propack

7 Clustered Latent Semartic Indexing (CLSN
7 Centroid Methiod (CM)

" Semidizcrete Decompostion (SO0

" SPAR

— Clustering Algorithm

o Euclidean k-means

Intislize: Centroics o rniom N

Termination Criterion IEpsngn d I

" Spherical k-means

Browse |

" PODE Principal Directionsﬁ Wariznt IBasiC

Maimum num. of PCs [
Avtomatic Determination of Mum.

Select st least one factor from each cluster (Recommerted for classification) [

of factors for each cluster 7 Mumber of Clusters I [ Dizplay Resuts

2|

Mumber of Factors I [¥ ctore Resuts

Continue I Reset | Exit I

Figure 4: Theadr _gui GUI.

This module deploys a variety of powerful techniques de=igo efficiently handle
high dimensional data. Dimensionality Reduction (DR) imanmon technique that is
widely used. The target is dual: (a) more economical reptesien of data, and (b)

better semantic representation. TMG implements six DRriiggles.

e Singular Value Decomposition (SVD).

Principal Component Analysis (PCA).

Clustered Latent Semantic Indexing (CLSI) [16, 17].

Centroids Method (CM) [10].

Semidiscrete Decomposition (SDD) [8].




e SPQR Decomposition [2].

DR data can be stored as “.mat” files and used for further gsicg.
The dimensionality reduction GUI module is depicted in Fegd while Table 2
describes in detail all theér _gui fields.

Field Name Default Description

Select Dataset - Select the dataset.
Singular Value Decom; . Apply the SVD method.
position (SVD)

Principal  Componen - Apply the PCA method.

Analysis (PCA)
Clustered Latent Semar
tic Indexing (CLSI)

Apply the CLSI method.

Centroid Method (CM) - Apply the CM method.

Semidiscrete Decompg- - Apply the SDD method.

sition (SDD)

SPOQR - Apply the SPQR method.

MATLAB (svds) ° Check to use MATLAB function svds for the computa-
tion of the SVD or PCA.

Propack - Check to use PROPACK package for the computation of
the SVD or PCA.

Euclidean k-means ° Check to use the euclidean k-means clustering algorithm
in the course of CLSI or CM.

Spherical k-means - Check to use the spherical k-means clustering algorithm
in the course of CLSI or CM.

PDDP - Check to use the PDDP clustering algorithm in the coyrse
of CLSI or CM.

Initialize Centroids Atrandom || Defines the method used for the initialization of the cen-

troid vector in the course of k-means. Possibilities are:
initialize at random and supplly a variable of ".mat’ file
with the centroids matrix.

Termination Criterion Epsilon (1) || Defines the termination criterion used in the course of k-
means. Possibilities are: use an epsilon value (default 1)
and stop iteration when the objective function improve-
ment does not exceed epsilon or perform a specific num-
ber of iterations (default 10).

Principal Directions 1 Number of principal directions used in PDDP.




Maximum num. of PCs

Check if the PDDP(max-l) variant is to be applied.

Variant

Basic

A set of PDDP variants. Possibe values: 'Basic’, 'Sy
with k-means’, 'Optimat Split’, 'Optimal Split with k-
means’, 'Optimal Split on Projection’.

Automatic Determina
tion of Num. of factors
for each cluster

Dlit

Check to apply a heuristic for the determination of the

number of factors computed from each cluster in
course of the CLSI algorithm.

Number of Clusters

Number of clusters computed in the course of the C
algorithm.

Display Results

Display results or not to the command windows.

Select at least one facta
from each cluster

=

Use this option in case low-rank data are to be used in
course of classification.

Number of factors

Rank of approximation.

Store Results

Check to store results.

Continue - Apply the selected operation.
Reset - Reset window to default values.
Exit - Exit window.

the

| S|

the

Table 2: Description of use afr _gui components.



3.3 Non-Negative Factorizations modulen(nnf _gui )

=) Text to Matriz Generator - Non Negative Factorizations = |EI|5|

Window  Help

Text to Term-Document Matrix
(tdm) Generator

Select Datarset =l
— Initialization
[T Refine Factors
{+ Random
wethod! [Wultiplicative Updste - |
{~ Wonnegative Double SWD (NMDEYD
& ( ) Mumber of terations I
™ Block MNDSWVD
¥ Display Resuls
( Bizecting MNDSWD Compute 3D with
= By Clustering D ATLAE
| Propack

— Clustering Algorithm

{* Euclidean k-means

Intislize Centroids IAt [E— j | Brovvae I
Termination Criterion IEpSiIon d I
" Spherical k-means
= POOE Principal Directions ﬁ Wariant IBasic j
Mazimum num. of PCs [
Mutber of Clusters I | Display Resufts

Mumber of Factors I [ =tore Resuts

Cortinue I Reset | Exit I

Figure 5: Thennnf _gui GUI.

This module deploys a set of Non-Negative Matrix Factorima{NNMF) tech-
nigues. Since these techniques are iterative, the finaltrdspends on the initial-
ization. A common approach is the random initializationte hon-negative factors,

however new approaches appear to result in higher qualggoapmations. TMG im-
plements four initialization techniques:

e Non-Negative Double Singular Value Decomposition (NNDSV4.
e Block NNDSVD [20].

e Bisecting NNDSVD [20].

e By clustering [13].



Resulting factors can be further refined by means of two NNMBrithms:
e Multiplicative Update algorithm by Lee and Seung [9].
e Alternating Non-negativity-constrained Least SquarelsIENANLS) [7].

Field Name Default Description

Select Dataset - Select the dataset.

Random . Initialize at random.

Nonnegative Double - Initialize by NNDSVD.

SVD (NNDSVD)

Block NNDSVD - Initialize by block NNDSVD.

Bisecting NNDSVD - Initialize by bisecting NNDSVD.

By Clustering - Initialize by clustering.

Refine factors - Check to run refinement algorithm.

Method - Refinement method (default Multiplicative Update).

Number of iterations - Refine by the Multiplicative Update algorithm.

Display Results ° Display results of refinement method.

Euclidean k-means ° Check to use the euclidean k-means clustering algorithm
in the course of CLSI or CM.

Spherical k-means - Check to use the spherical k-means clustering algorithm
in the course of CLSI or CM.

PDDP - Check to use the PDDP clustering algorithm in the course
of CLSI or CM.

Initialize Centroids At random || Defines the method used for the initialization of the cen-

troid vector in the course of k-means. Possibilities are:
initialize at random and supplly a variable of .mat’ file
with the centroids matrix.
Termination Criterion Epsilon (1) || Defines the termination criterion used in the course of k-

means. Possibilities are: use an epsilon value (default 1)
and stop iteration when the objective function improve-

ment does not exceed epsilon or perform a specific num-
ber of iterations (default 10).

Principal Directions 1 Number of principal directions used in PDDP.
Maximum num. of PCs - Check if the PDDP(max-l) variant is to be applied.
Variant Basic A set of PDDP variants. Possibe values: 'Basic’, 'Split

with k-means’, 'Optimat Split’, 'Optimal Split with k-
means’, 'Optimal Split on Projection’.

10



MATLAB (svds)

Check to use MATLAB function svds for the comput
tion of the SVD or PCA.

Propack

Check to use PROPACK package for the computatior
the SVD or PCA.

Number of Clusters

Number of clusters computed.

Display Results

Display results or not to the command windows.

Store Results

Check to store results.

Continue Apply the selected operation.
Reset Reset window to default values.
Exit Exit window.

Table 3: Description of use efnnf _gui components.

11
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3.4 Retrieval module ¢ et ri eval _gui)

) Text to Matrix Generator - Retrieval

=10l =

Window  Help
Text to Term-Document Matrix
(tdm) Generator
Select Dataset | =l
=
Insert query ;l
Alternative Glokbal Weightsl Browse | | Uz Stored Gloks einhts
Stoplist | M
Local Term YWeighting ITerm Frequency j

(% vector Space Mode|

() Latert Semantic: Snalysis by I

Mumkber of Factors I - I

Similarity Measure ICDSinB j

Retriewve Documents: (& Humber of most relzyant: EU

| Similatity messUre exceeds: ﬁ

Cortinue I Feset | Exit I

Figure 6: The etri eval _gui GUI.

TMG offers two alternatives for Text Mining.
e \ector Space Model (VSM) [12].
e Latent Semantic Analysis (LSA) [1, 5],

using a combination of any DR technique and Latent Semamdiexing (LSI). Using
the corresponding GUI, the user can apply a question to atirxidataset using any

of the aforementioned techniques and get HTML response.

The retrieval GUI module is depicted in Figure 6 while Tabléescribes in detalil

allther et ri eval _gui fields.

12




Field Name Default || Description

Select Dataset - Select the dataset.

Insert Query ° The query to be executed.

Alternative Global Weights - Global weights vector used for the construction of {
query vector.

Use Stored Global Weights e Use the global weights vector found on the container
rectory of the dataset.

Stoplist - Use a stoplist.

Local Term Weighting TF The local term weighting to be used.

Vector Space Model ° Apply the Vector space Model retrieval method.

Latent Semantic Analysis - The method used in the course of the Latent Semg
Analysis technique. Possible values: 'Singular Va
Decomposition’, 'Principal Component Analysis’, 'Clus
tered Latent Semantic Analysis’, 'Centroid Mathog
'Semidiscrete Decomposition’, 'SPQR’.

Number of Factors - Select the number of factors used during the retrieval |
cess.

Similarity Measure Cosine || Similarity measure used during the retrieval process.

Number of most revevant

Defines the number of most relevant documents retur
for a query.

Similarity measure exceed

Defines the minimum similarity measure value for which
a document is treated as relevant to the query.

Continue - Apply the selected operation.
Reset - Reset window to default values.
Exit - Exit window.

Table 4: Description of use afet ri eval _gui components.

13
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3.5 Clustering module €1 ust eri ng_gui )

) Text to Matrix Generator - Clustering

Window  Help

=10 %]

Text to Term-Document Matrix
(tdm) Generator

Select Dataset

&' Euclidean k-means
Initizlize Centroics IAt Fandom j |

Terminatian Criterion [Epsilon =k
" Spherical k-means

 POOP Principal Diredionsﬁ watiant  |5osie

Mecdmum num. of PCs [

Compute SV with
= MATLAE (svds)
(" Propack

[# Store Resuts

Mumber of Clusters I [¥ Display Resutts

Cortinue I Reset | Exit I

Figure 7: Thecl ust eri ng_gui GUIL.

TMG implements three clustering algorithms.
e k-means.
e Spherical k-means [6].

¢ Principal Direction Divisive Partitioning (PDDP) [3, 15].

Regarding PDDP, TMG implements the basic algorithm as wetha PDDP(]) [15]

along with some recent hybrid variants of PDDP and kmearis [19

The clustering GUI module is depicted in Figure 7 while Tabbescribes in detail

all thecl ust eri ng_gui fields.

14
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It 1)
e_

Field Name Default Description

Select Dataset - Select the dataset.

Euclidean k-means . Check to use the euclidean k-means clustering algorithm.

Spherical k-means - Check to use the spherical k-means clustering algorithm.

PDDP - Check to use the PDDP clustering algorithm.

Initialize Centroids At random || Defines the method used for the initialization of the cen-
troid vector in the course of k-means. Possibilities are:
initialize at random and supplly a variable of .mat’ fi
with the centroids matrix.

Termination Criterion | Epsilon (1) || Defines the termination criterion used in the course of k-
means. Possibilities are: use an epsilon value (defay
and stop iteration when the objective function impro
ment does not exceed epsilon or perform a specific num-
ber of iterations (default 10).

Principal Directions 1 Number of principal directions used in PDDP.

Maximum num. of PCg - Check if the PDDP(max-l) variant is to be applied.

Variant Basic A set of PDDP variants. Possibe values: 'Basic’, 'Split

with k-means’, 'Optimat Split’, 'Optimal Split with k-
means’, 'Optimal Split on Projection’.

MATLAB (svds)

Check to use MATLAB function svds for the computa-

tion of the SVD in the course of PDDP.

Propack

Check to use PROPACK package for the computation of

the SVD in the course of PDDP.

Number of Clusters

Number of clusters computed.

Display Results

Display results or not to the command windows.

Store Results

Check to store results.

Continue - Apply the selected operation.
Reset - Reset window to default values.
Exit - Exit window.

Table 5: Description of use @fl ust eri ng_gui components.

15



3.6 Classification module ¢l assi fi cati on_gui)

) Text to Matrix Generator - Classification

Window  Help

=10l =

Text to Term-Document Matrix
(tdm) Generator

Training Dataset I

Training Labels | Browse | ¥ |Uze Stored Lakiels
% Single doc. (string)
st ey j  Muttiple docs cile)
Alternative Global Weights | MI [¥ Use Stored Glokal Weights
Stoplist | Btz I
Local Term wighting ITerm Freguency d
Clazsification Methood Caollection Type
= | Mesrest Meiahtoors (kM) = Muti-Lakel
Mum. of ks
(" Rocchio () Single-Labe]

Weight of Megative Examples

" Linear Least Squares Fit (LLEE)
Mumber of Factors

I—

Wizight of Positive Examples I
I—
I—

{+ ector Space Model

{* Uze Thresholdz € Compute Thresholds

Thresholds | Browyse I
tdin. F-valuel

" Ereprocessing by d

Mumber of Factors - I

Similatity Measure Icosine j

=l

Cortinue I Feset | Exit I

Figure 8: Thecl assi fi cati on_gui GUL.

TMG implements three classification algorithms.
e k Nearest Neighboors (KNN).
¢ Rocchio.

e Linear Least Squares Fit (LLSF) [14].

All these algorithms can be combined with CLSI, CM and SVD BBhniques.

The classification GUI module is depicted in Figure 8 whild®[€6 describes in

detail all thecl assi fi cati on_gui fields.
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Field Name Default || Description

Training Dataset - The training dataset.

Training Labels - The labels of the training dataset.

Use Stored Labels . Check to use the stored vector of labels of training docu-
ments in the container folder.

Insert query - The test document(s).

Single doc. (string) ° Check if a single test document is to be inserted.

Multiple docs (file) - Check if multiple test document are to be inserted.

Filename - In "Multiple docs (file)' is checked, insert the filename
containing the test documents.

Delimiter - In "Multiple docs (file)’ is checked, insert the delimiter|o
be used for the test documents.

Line Delimiter . In "Multiple docs (file)' is checked, check if delimiter af
test documents'’ file takes a whole | of text.

Alternative Global - Global weights vector used for the construction of the test

Weights documents’ vectors.

Use Stored Globa ° Use the global weights vector found on the container|di-

Weights rectory of the training dataset.

Stoplist - Use a stoplist.

Local Term Weighting TF The local term weighting to be used.

k Nearest Neighboors e Check if the kNN classifier is to be applied.

(KNN)

Num. of NNs - Number of Nearest Neighboors in kNN classifier.

Rocchio - Check if Rocchio classifier is to be applied.

Weight of Positive Ex- - The weight of the positive examples in the formation|of

amples

the centroids vectors in Rocchio.

Weight of Negative Ex-
amples

The weight of the negative examples in the formation
the centroids vectors in Rocchio.

—

Linear Least Squares F

Check if LLSF classifier is to be applied.

of

Dl-

(LLSF)

Number of Factors - Number of factors used in the course of LLSF.

Multi-Label . Check if classifier is to be applied for a multi-label cg¢
lection.

Single-Label - Check is classifier is to be applied for a single-label gol-
lection.

Use Thresholds ° If 'Multi-Label’ radio button is checked, use a stored vec-
tor of thresholds.

Compute Thresholds - If 'Multi-Label’ radio button is checked, compute thres
olds.

Thresholds - If 'Multi-Label’ and 'Use Thresholds’ radio buttons arne

checked, supply a stored vector of thresholds.
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Min. F-value

If 'Multi-Label’ and 'Compute Thresholds’ radio but
tons are checked, supply minimum F1 value used in|the
thresholding algorithm.

Vector Space Model

Use the basic Vector Space Model.

Preprocessing by

Use preprocessed training data with: ’Singular Value
Decomposition’, 'Principal Component Analysis’, 'Clus-
teredd Latent Semantic Analysis’, 'Centroid Mathod’,
'Semidiscrete Decomposition’, 'SPQR’.

Number of Factors

Number of factors for preprocessed training data.

Similarity Measure

Cosine

The similarity measure to be used.

Continue

Apply the selected operation.

Reset

Reset window to default values.

Exit

Exit window.

Table 6: Description of use afl assi fi cati on_gui components.
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A Appendix: Demonstration of Use

A.1 Indexing module ¢ mg_gui )
Assume we want to ruhng. mfor the following input:

o filename: sampl&locuments/samplel

e delimiter: emptyline

e line_delimiter: yes

e stoplist: commonwords

e minimum length: 3

e maximum length: 30

e minimum local frequency: 1

e maximum local frequency: inf

e minimum global frequency: 1

e maximum global frequency: inf

e |ocal term weighting: logarithmic

e global term weighting: IDF

e normalization: cosine

e stemming: -

and store results to directory “samplel” and MySQL.
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1. Initially select the operation you want to perform, bygsiag the corresponding
radio button at the upper frame.

2. The selection of a radio button activates the requireddiél the GUI, while
deactivating the rest fields.

) Text to Matrix Generator - Indexing - O] x|

Window  Help m

Text to Term-Document Matrix
(tdm) Generator

It FilesDirectary | Browsel
Dictionary | Browsel

" Create Mesw tom

™ Create Cuery Matrix Global wisights | MI
i Update tdm |pdate Struct | Browsel

" Downdate tem

Document Indices | Erovvse I

— OPTIONS

Delimiter Emptyline =" Line Delimiter
Stoplist | Browsel

Min Length E W= Length ED
Min Local Freguency ﬁ Max Local Freguency an
Win Global Fregquency I:I Mz Global Fregquency an

Local Term vWeighting ITerm Freguency 'I Global Term Wighting INone vI

Database name | [ Store in My ScL

[~ uze Mormalization [~ use Stemming

[¥ Dizplay Results

Cortinue I Reset | Exit I

Figure 9: Starting window df mg_gui .
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3. Fill in the required fields, by pressing the check buttasting the edit boxes
or selecting the appropriate files/variables by pressiegBnowse” button.

) Text to Matrix Generator - Indexing - |EI|5|

Window  Help m

Text to Term-Document Matrix
(tdm) Generator

It FilesDirectary Isample_doc:umentslsample'l Browsel
Dictionary | Browsel
" Create Mesw tom
7 Create Guery Matrix Global wisights | Browsel
i Update tom |pdate Struct | Browsel
" Downdate tem

Document Indices | Erowvse I

— OPTIONS
Delimiter mevline & Line Delimiter
Stoplist I:Dmmon_wurds Browsel
Min Length E M= Length ED

Min Local Freguency F] Max Local Fregquency an
Min Global Freguency F Mz Global Fregquency an
Local Term vWeighting ITerm Freguency 'I Global Term Wighting INone vI

Database name Isample‘l

[ u=e Normalization [ use Stemming

¥ Dizplay Results

Cortinue I Reset | Exit I

Figure 10: Next view of ng_gui according to the user selection.
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4. The user can select a file or a variable by pressing the sgoneling browse
button.

Doen =
Look in IWorkspace j

A rF
dictionary _I
files

global_weights

normalizstion_factors

titles

update_struct

words_per_doc

Type I\-’ariables -I
Open | Cancell

Figure 11: Theopen_fi | e window.
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5. Press the “Continue” button in order to perform the sel@cperation.

6. Results have been saved to the workspace. Furthermoeefaty “samplel”
has been created under “TMBOME/data” with each output variable stored to
a single “.mat” file.

i

File Edit Miew Favorites Tools  Help | ar

@Back y d ) 13’:

ijearch i Folders |v

Address I TME datalsample1 j gd G0
A
File and Folder Tasks % [ dictionary
] Files

) Make a new folder
@ Publish this Folder to the
web

- Litl
e share this folder ] ttles
] update_struct

] words_per_doc

El-j global_weights
E[] normalization_Factors

]

Other Places

[y data
[D My Documnents

[ Shared Documents
i My Computer
& My Metwork Places

Details

Figure 12: The output “.mat” files dfrrg_gui .
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7. Results have also been saved in MySQL (used for furtheegsing, e.g. et ri eval _gui ).

I rem_1 |

ATLAB-RZ2887awork~THG_working~data~sample
163.7? H

87.6667 1 11.526

row in set <B.80 sec

mysgl>

Figure 13: The MySQL view uppohng execution.

8. Press the “Reset” button in order to change the input.

27



9. For further documentation typéél p t ng_gui ” at the MATLAB command
window, or select the “Documentation” tab from the “Help” me

<} Text to Matrix Generator - Indexing ' =] S
wWindow | Help a
Documentation =
: 1t to Term-Document Matrix
Cnline Help
ST {tdm) Generator
Input File/Directary | Elrowsei
- Dictionary | ml
1~ Create Mew: toim
{7 Create Guery Mt Global Wieights | M
{5 Uprdate om Update Struct. | Browse!
1 Downidste tom -
Document Indices | ml
— CPTIONS.
Digliniter Emmvline *" Line Delimiter
il v
Mir L ength E Mz Length E[]
Min Local Freguency I:' Max Local Freguency. |t
Min Global Fregquency F: e Global Freguency ’nf
Local Tertn Weighting |Term Frequency "I Global Term Yeighting |None - I
Database hame [ample] e Storeit iy BaEL
[T uze Mammaization [ luze Stemming
¥ Display Res...
Continue I Reset I Exit I

Figure 14: The GUIs’ general help tab.

10. In order to update a tdm, give the “input file/directoryidathe updatestruct
corresponding to the initial collection. In case you jushivep alter some op-

tions, give a blank “input file/direcory” and change the esponding fields of
updatestruct.

11. In order to downdate a tdm, give the updsteict corresponding to the initial
collection and the document indices vector you want to remov

12. In order to construct a term-query matrix, give the ditéiry char array of the
initial collection and the corresponding vector of globa&ights (optional).
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A2

Dimensionality Reduction module ¢Ir _gui )

Suppose we have processed a collection witly _gui , construct a tdm with 1,033
documents and 12,184 terms (corresponding to the well-knd&DLINE collection)
and store the results to “TMBEOME/data/medline”. Assume then, we want to con-
struct a low-rank approximation of the TDM, using the ClusteLatent Semantic
Indexing (CLSI) technique for the following input:

compute SVD with: Propack

clustering algorithm: PDDP

principal directions: 1

maximum number of PCs: -

variant: basic

automatic determination of num. of factors from each clustes
number of clusters: 10

number of factors: 100

and you want to store results to directory “medline”.
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1. Initially select the operation you want to perform, bygsiag the corresponding
radio button at the upper left frame.

2. The selection of a radio button activates the requireddiél the GUI, while
deactivating the rest fields.

=) Text to Matrix Generator - Dimensionality Reduction _ Ol x|
Window  Help m

Text to Term-Document Matrix
(tdm) Generator

Select Dataset =
— Method Compute SWD with

7 Singular Yalue Decompaosition (S0 & MATLAE (svdls)

" Principal Companent Analysis (PCA) " Propack

% Cluztered Latent Semartic Indesxing (CLSE
™ Centroid Method (Chi)

{ Semidizcrete Decomposition (SO0

" SPaR

— Clustering Algorithm

% Euclidean k-means

Intialize Certraids I,a,t E—— j | Efivee |

Termination Criterian IEps”on d f

" Spherical k-means

 POOP Principal Diredionsﬁ Watiant IElasic: d

Maimum num. of PCs [

Automatic Determination of Mum.
of factors for each cluster ™ Mumber of Clusters I [ Display Resufts

Select st least one factor from each cluster (Recommerted for clessificatior) [~

Mumber of Factors I [+ Store Resuts

Cortinue I Reset | Exit I

Figure 15: Starting window adr _gui .
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3. Fill in the required fields, by pressing the check buttasting the edit boxes
or selecting the appropriate files/variables by pressiegBnowse” button.

-} Text to Matrix Generator - Dimensionality Reduction - |EI|5|
Window  Help m

Text to Term-Document Matrix
(tdm) Generator

Select Dataset  |C:OProgram Files'WMATLAE'R2007 avwworkiTWG_workingidata'medine d
— Method Compute SWD with
 Singular Value Decomposition (500 & MATLAE (svds)
" Principal Companent Analysis (PCA) " Propack

% Clustered Latent Semartic Indexing (CLSN
7 Centroid Methiod (CM)

{ Semidizcrete Decomposition (SO0

" SPAR

— Clustering Algorithm

= Euclidean k-means

Intialize Certraids I,a,t Fandom j | Efivee |

Termmination Criterion IEpSngn d I

 Spherical k-means

¥ POOP Principal Diredionsﬁ Watiant IElaSic: d

Mairmm num. of PCs [

Automatic Determination of Aum.
of factors for each cluster W Mumber of Clusters ED [V Display Resultts

Select at least one factor from each cluster (Recommerted for classification) [

Mumber of Factors [ o0l [¥ ctore Resuts

Continue I Reset | Ezit I

Figure 16: Next view oflr _gui according to the user selection.
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4. Press the “Continue” button in order to perform selecisetration.

5. Results have been saved to the workspace. Furthermeeetatyy “clsi/k 100"
has been created under “TMBOME/data/medline” with each output variable
stored to a single “.mat” file.

[ 1=
File Edit Miew Favorites Tools  Help | -f
@Back - d - lﬁ: /-._j Search i Folders |v
Address | Mg dataimedinellsitk_100 - e

] wlsi
File and Folder Tasks & [ velsi

) Make a new folder

@ Publish this Folder to the
web

e share this folder

]

Other Places

[y dsi

[D My Documnents
[ Shared Documents
i My Computer

& My Metwork Places

Details

Figure 17: The output “.mat” files afr _gui .

6. Press the “Reset” button in order to change the input.
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A.3 Non-Negative Factorizations modulerfnnf _gui )

Assume we have processed a collection wittg_gui , construct a tdm with 1,033
documents and 12,184 terms (corresponding to the well-knd&DLINE collection)
and store the results to “TMBEOME/data/medline”. Assume then, we want to con-
struct a non-negative factorization of the TDM, using theltiglicative Update algo-
rithm initializing by the block NNDSVD technique for the folving input:

e initialization: Block NNDSVD
o refine factors: yes

e method: Multiplicative update
e number of iterations: 10

e compute SVD with: Propack
e clustering algorithm: PDDP
e principal directions: 1

e maximum number of PCs: -
e variant: basic

e number of clusters: 10

e number of factors: 10

and you want to store results to directory “medline”.
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1. Initially select the operation you want to perform, bygsiag the corresponding
radio button at the upper left frame.

2. The selection of a radio button activates the requireddiél the GUI, while
deactivating the rest fields.

) Text to Matrix Generator - Non Negative Factorizations = |EI|5|

Window  Help m

Text to Term-Document Matrix
(tdm) Generator

Select Dataset d

— Initialization

[~ Refine Factors
Method [utiplicative Update - |

{7 Monneostive Double SV (MNDSYD) Number of kerations I—
" Block MNDSYVD

{* Random

¥ Display Resuts
™ Bizecting MNDSWD Compute 53D with

* MATLAE (svdz)
" Propack

7 By Clustering

— Clustering Algorithm

¥ Euclidean k-means

Intislize Centroids I'a't random j | Brovvee I
Termination Criterion IEpsiIon d I
| Spherical k-means

" PODE Principal Directionsﬁ Wariant IBaSiC j

Maimum num. of PCs [

Mumber of Clusters I ¥ Display Results

Mumber of Factors I [+ Store Resuts

Cortinue I Reset | Exit I

Figure 18: Starting window afinnf _gui .
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3. Fill in the required fields, by pressing the check buttasting the edit boxes
or selecting the appropriate files/variables by pressiegBnowse” button.

-} Text to Matrix Generator - Non Negative Factorizations = |EI|5|

Window  Help m

Text to Term-Document Matrix
(tdm) Generator

Select Datazet  |Z-Program Files'MATLABR 2007 sbwork\TMG _workingwataimedline d

— Initialization

[+ Refine Factars
Method [utiplicative Upciste - |

{7 Monneostive Double SV (MNDSYD) Number of kerations l"U—
{* Block NNDEVD

= Rancom

[v Dizplay Resutts

™ Bizecting MNDSWD Compute SO with
™ By Clustering " MATLAEB (svds)
{* Propack

— Clustering Algorithm

= Euclidean k-tmeans

Initislize Centroids I'a't random d | Elrowsel
Termination Criterion IEpSian j I
" Spherical k-means

{* POOP Principal Diredionsﬁ Wariant IBaSic j

Maimum num. of PCs [

Mumber of Clusters I:IEI [¥ Dizplay Results
Mumber of Factors [ 0| [¥ ctore Resuts
Continue I Reset | Ezit I

Figure 19: Next view ohnnf _gui according to the user selection.
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4. Press the “Continue” button in order to perform selecisetration.

5. Results have been saved to the workspace. Furthermmetadyy “nnmf/k 10/mlup”
has been created under “TMBOME/data/medline” with each output variable
stored to a single “.mat” file.

i

File Edit Miew Favorites Tools  Help | ¥

u
GBack - J - 1?’: /-._j Search i Folders |v

Address | TMG|dataimedinelnmfik_i Olmlup RN
] Hblocknndswd
File and Folder Tasks % Gl whlocknndsvd
v-'? Maks 3 nev Folder Twpe: Microsoft Office Access Table Shorkout
@ Publish this Falder ta the Date Modified: 12/19/2008 11:44 PM
web Sizet 224 KB

e share this folder

]

Other Places

=) k10

[D My Documnents
[ Shared Documents
i My Computer

\:g My Metwork Places

Details ¥

Figure 20: The output “.mat” files afnnf _gui .

6. Press the “Reset” button in order to change the input.
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A4

Retrieval module fetri eval _gui)

Suppose we have processed a collectibhh t ng_gui , construct a tdm with 1,033
documents and 12,184 terms (corresponding to the well-knd&DLINE collection)
and store the results to “TMGBIOME/data/medline”. Assume then, we want to retrieve
the relevant documents to a specific query for the followimmui:

insert query: ‘the crystalline lens in vertebrates, inahgchumans’
use stored global weights: yes

stoplist: commorwords

local term weighting: Term Frequency

latent semantic analysis by: Clustered Latent Semantiexind
number of factors: 100

similarity measure: Cosine

number of most relevant documents: 5
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1. Initially select the retrieval method you want to apply, firessing the corre-
sponding radio button.

2. The selection of a radio button activates the requireddiél the GUI, while
deactivating the rest fields.

) Text to Matrix Generator - Retrieval

_|Ol x|
Window  Help

Text to Term-Document Matrix
(tdm) Generator

Select Dataset IC:IProgram FilesWATLABR 2007 awworkATMG_warkingwatamedine j
Insert gquery ;'

Alternative Glokbal Weighlsl BrDWSEl ¥ Use Stored Global Weights

il [T

Local Term Weighting ITErm Freguency j

" “ector Space Madel

% Latent Semartic Analysis by ICIus‘tered Latert Semantic Indexing d
Mumber of Factors I1DD - I
Similarity Measure ICDSinB j

Refrieve Documents: (= fl EEI

7 Similarity measure excesds:

Cortinue I Reset | Exit I

Figure 21: Starting window afet ri eval _gui .
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3. Fill in the required fields, by pressing the check buttasting the edit boxes
or selecting the appropriate files/variables by pressiegBnowse” button.

) Text to Matrix Generator - Retrieval oy | ] B4

Window  Help m

Text to Term-Document Matrix
(tdm) Generator

Select Datazet IC:\Program Files\WMATLABR2007 awvork\ MG _workingdetaimedine d
the crystalline lens in vertebrates, ;[
Insert qUery |inciuding humans =1
Atterniative Global Weighlsl Braiwse | ¥ Use Stored Global weights
Stoplist frommon_words Brovvse |
Local Term Yeighting ITerm Frequency j

 Wector Space Madel

% Latent Semartic Analysis by ICIus‘tered Latert Semantic Indexing d
Mumkber of Factors Imu - I
Similarity Measure Icosine d

Fetrieve Documents: (+ Mumber of most relevart: E

i Similarity measure exceeds: ﬁ

Reset | Ext |

Figure 22: Next view of et ri eval _gui according to the user selection.
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4. Press the “Continue” button in order to perform selecisetration.

5. Results have been saved to the workspace.

6. Furthermore, in case data have been stored to MySQL, #regats an html
response.

4 TMG: Retrieval response 18]
File Edit View Go Debug Desktop Window Help

@ &M eotion [kt

L

TMG: Retrieval Response

Query: the crystalline lens in vertebrates, including humans

Document 212 - Similarity: 0.39685

experiments dealing with the role played by the agueous humor and retina in lens regeneration of adult newts . 1. these three groups of experiments involve approximately 140
eyes of adult newts, triturus v. viridescens . they were devised to examine what, if any, role the agueous humor plays during lens regeneration from the dorsal iris . 2. many daily
injections of aqueous humor from normal eyes were made in lentectomized eyes for as long as 96 days in some cases . as controls some lensless eyes were daily injected with
holtfreter's solution . in others aqueous humor was merely withdrawn . 2) procedures for the injection experiments are difficultto control . however, the most successful cases
showed varying degrees of inhibition and retardation of lens regeneration . 4. pairs of eyes were united at large adjacent wound openings to provide a cormmon reservoir of
aqueous humor bathing both lenses and dorsal irises . in some cases the eyes were placed on the side of the body . in others more successful unions were made by fusing a
transplanted eye to the right eye of a host . 5. approximately three months after operation one of two large lens regenerates in a pair of perfectly fused eyes was removed . six
wieeks later a new large lens regenerate reappeared in most of the lentectomized units in the presence of the intact lens of the other unit 6. there is a strong possibility that the

more than normal amount of neural retina present provided a more powerful retinal factor for lens regeneration than the inhibiting influence of the intact lens in the environment

i
213

Document 184 - Similarity: 0.39233

an investigation of mitatic control in the rabbit lens epithelium . a water soluble substance which inhibits mitosis in the rabbit lens epithelium has been found to be present inyoung
and old rabbit lenses . ithas a high molecular weight and is relatively stable at room tempera- ture . the inhibitory factor is associated with the y-crystallin frac- tion and exists
throughout the young lens, although the activity in the nuclear region {on a wet weight basis) is less than half that of the cortex and epithelium . 1 185

Document 169 - Similarity: 0.38649

carbonic anhydrase distribution in rabbit lens . the distribution of carbonic anhydrase activity in the mature rabbit lens was determined . the activities in nucleus, cortex, epithelium
with anterior capsule, anterior capsule, and posterior capsule were, respectively, 2484 ( 256}, 1571 ( 87), 545 ( 93}, 159 { 39) and 65 ( 43) moles co fkg wettissue wt per hrat O ¢
itwas concluded, on the basis of the available evidence, that carbonic anhydrase cannot play a primary role in the cation transport system of the lens . 1 170

Dane

Figure 23: The output afet ri eval _gui .

7. Press the “Reset” button in order to change the input.



A.5 Clustering module (cl ust eri ng_gui)

Suppose we have processed a collection witly _gui , construct a tdm with 1,033
documents and 12,184 terms (corresponding to the well-knd&DLINE collection)
and store the results to “TMBOME/data/medline”. Assume then, we want to cluster
the TDM, using the PDDP clustering algorithm with the foliog input:

e principal directions: 1

e maximum number of PCs: -
e Vvariant: basic

e number of clusters: 5

and you want to store results to directory “medline”.

41



1. Initially select the clustering algorithm you want to §pjpy pressing the corre-

sponding radio button.

2. The selection of a radio button activates the requireddiél the GUI, while

deactivating the rest fields.

-0l x]
Window  Help m
Text to Term-Document Matrix
(tdm) Generator

Select Dataset d

&' Euclidean k-means

Inislize Centroitis [at random =

Termination Criterion IEpSngn d f
" Spherical k-means

" PCDP Principal Diredionsﬁ Wariant IBasic

Maimum num. of PCs [
Compute VD with
& MATLAE (svds)
| Propack

¥ Store Resuts

Mumber of Clusters I [ Dizplay Resuts

Cortinue I Reset | Exit I

Figure 24: Starting window ofl ust eri ng_gui .
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3. Fill in the required fields, by pressing the check buttasting the edit boxes
or selecting the appropriate files/variables by pressiegBnowse” button.

) Text to Matrix Generator - Clustering - |EI|5|

Window  Help m

Text to Term-Document Matrix
(tdm) Generator

Select Datazet  |Z-Program Files'MATLABR 2007 sbwork\TMG _workingwataimedline d

= Euclidean k-means

Intialize Certroids I,a,t random d | B ovEE |
Termination Criterion IEp3i|g|‘| d fi
£ Spherical k-mesans
&' FODP Principal Directions E Yariamt  |Basic d
Mairmum num. of PCs [
Compute SV with
i+ MATLAE (=vds)
i Propack
Mumber of Clusters E [ Dizplay Resuts

[¥ Store Resuts

Continue I Reset | Ezit I

Figure 25: Next view ol ust eri ng_gui according to the user selection.
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4. Press the “Continue” button in order to perform selecisetration.

5. Results have been saved to the workspace. Furthermmetaty “kmeans/kL0”
has been created under “TMBOME/data/medline” with each output variable
stored to a single “.mat” file.

mes RI=E
File Edit Miew Favorites Tools  Help | -f
@Back - d - lﬁ: /-._j Search i Folders |v

Addvess | G| dstaimedinslpddpik_5 e
] custers_pddp

File and Folder Tasks 3

) Make a new folder

@ Publish this Folder to the
web

e share this folder

]

Other Places

() pddp

[D My Documnents
[ Shared Documents
i My Computer

& My Metwork Places

Details ¥

Figure 26: The output “.mat” files afl ust eri ng_gui .
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6. The user gets an html response that summarizes the ahgstesult.

%) TMG: PDDP response 18]
File Edit View Go Debug Desktop Window Help ~

€ b 2| B8 | ocmtors [reatafosa e e -

TMG: PDDP Response

- I
| |

|
\7 - 7\
[ Cluster 4 | [ Cluster 5 |

Cluster 1 (306 documents}.
Docurnent 18: G:\Program Files\MATLAB\R2007 awork TMG_warking\sample_documentsiretrievahmed_text. 18 bilateral popliteal cysts in a patient with teurnatoid arthitis
Document 23: C:\Pragram Files\MATLAB\R2007 2\wark\TMG _warking\sample_dacumenisiretrievalmed _text.23 renal amyloidasis a clinicopathological study
Docurnent 27: C:\Pragram FilesMATLAB\RZ007 awork TMG_working\sample_documentsiretrievalmed_text 27 amylaid guitre a case report

Docurment 31: C:\Program Files\MATLAB\R2007 awork \TIG_y | text.31 a case of septal defect with and situs
Docurnent 33: CAProgram Files\MATLABIR2007 awark\TMG_warkingtsample_documents\retrievalimed_text.33 the localizing significance of limited simultaneous visual farm
Docurment 34: C:\Program Files\MATLABR2007 awork\ThIG_y X |“text.34 visual in cortical blindness anton s symptom
Docurnent 35: C:Program Files\MATLABAR2007 awork\TMG_warki i | text.35 the of social in infanc:

Docurnent 35: C:\Pragram Files\MATLAB\R2007 awork TMG_working\sample_documents\retrievalmer_text. 36 separation aniety a a cause of early emotional problems in children
Docurnent 49: G:\Pragram Files\MATLAB\R2007 awork TMG_working\sample_documentsiretrievalhmed_text 43 the effect of selenium on the upper respiratory passages

Document 53: C:\Pragram Files\MATLAB\R2007 zworkiTMG X text 53 hyp physiologic eflects and clinical application

Docurnent &7: C:\Program Files\MATLAB\R2007 abwork\TMG text 7 coranary perfusion effect of hypothermia on myocardial
Docurnent 75: C:\Program Files\ATLAB\R2007 a\work TG _working\sample_documentsiretrievahmed_text 75 postural changes in blood distribution and its relation 1o the change in
Document 7: C:\Pragram Files\WMATLAB\R2007 abwark\TMG_warking\sample_documents\retrievalimed_text. 76 comparative studies of the glycegen cantent of heart liver and brain
Docurnent B0 C\ngram FHEE\MATLAB\RZDEI?a\wnvk\TMG wnrkmg\aamp\s dntumsma\vsmwa\\msd et B0 rate n!:hangs nv:amnn dioxide tension in arterial blood jugular
Docurnent m Filos MATLABR2007 swark T h d d aftr hypathermic perusi

Resolving hast resuts. 4

Figure 27: The output ofl ust eri ng_gui for PDDP.

7. Press the “Reset” button in order to change the input.
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A.6 Classification module €l assi fi cati on_gui)

Suppose we have processed a collection witly _gui , construct a tdm with 6,495
documents and 21,764 terms (a single label dataset conéispto the well-known

modapte split of the Reuters-21578 collection) and staredbults to “TMGHOME/data/reuters”.
Assume then, we want to classify the test part of the modaghteusing the k-Nearest
Neighboors classifier for the following input:

e Multiple docs (file): yes

o filename: sampl&locument/reuters.test

o delimiter: </reuters-

e line delimiter: yes

e use stored global weights: yes

e stoplist: commonwords

e |ocal term weighting: Term Frequency

o classification method: k Nearest Neighboors (KNN)
e num. of NNs: 10

e collection type: Single-Label

e preprocessed by: Clustered Latent Semantic Indexing
e number of factors: 100

e similarity measure: Cosine
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1. Initially select the classification algorithm you wantapply, by pressing the
corresponding radio button at the left frame.

2. The selection of a radio button activates the requireddiél the GUI, while
deactivating the rest fields.

«} Text to Matrix Generator - Qassification il | I o ] |
sfindow  Help N

Text to Term-Document Matrix
{tdm) Generator

Training Dataset iC: ‘Program FilesWATLABR 20060 wvorkinesw i arking\datareuters ;I

Training Labelz | Browse' [# Use Stored Labels

" Zingle doc. ttring)

Filenamel

Browrse =
Deliriter | ¥ Line Defiviter
Afternative Glokal Weigmsi Eroyiee | v Uze Stored Glokial Weights
Sepist] Browse|
Local TermyWeighting ITerm Frequency ;i
Classification hethod Gollection Typs  ——
%k Mearest Meighbooes (ki) & e
PlLitti-Lakae]
M, of MR | Sl
i~ Rocohio T Single-Label
Weight of Postive Examples i
) . % lze Thresholdz  Compute Thresholds
WWigight of Megstive Examples ! : : :
d - : Thresholds Brows=e I
1 Linear Least Souares Fit (LLSF)
Fumber of Factors i hufiry. F-valuel

% wector Space Model

i Preproceszing by: aCIuﬂered Latent Semantic Indexing ;!
Mumber of Factors l1 oo = I
Similarity Measure Icosine ;j
Continue: I Reset I Exit I

Figure 28: Starting window afl assi fi cati on_gui .
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3. Fill in the required fields, by pressing the check buttasting the edit boxes
or selecting the appropriate files/variables by pressiegBnowse” button.

«} Text to Matrix Generator - Cassification il | I o ] [
Sifindow  Help

|

Text to Term-Document Matrix
{tdm) Generator

Training Dataset iC: ‘Prograrn Files'WATLAER 2006 weorkinewwearking\datareuters ;I
Training Labels | Browse| ¥ Use Stored Labels
’ 1 T Single doe. (string)
F|Iename;sample_documentsrreuters.test Browsei = Multihle vocs (file)
Deliriter [=reuters=

¥ Line Deliriter
Afterriative Glokal Weighlsi Crovirse | [ Use Stored Globial isights

Browse I

Stoplist pomman_words

Local Termveinhting ITerm Frequency ;i
Clagsification hethod

Collection Type
* k Mearest Neighboors (kW) ~ e
PolLitti-Lakae]
M. o s i pllEsies
i Rocchio * Single-Label
Weight of Postive Examples i
T ! ; e
wegttofNegave Exanpies [ | & 5 o COme I T
T Linear Least Souares Fit (LLSF)
Fumber of Factors by, F-valuel

{7 wector Space Model

= Preprocessing by: aCIusiered Latent Semantic Indexing ;!
Humber of Factors l1 on = I
Sirnilatity Measure Icosine ;j
Continle: I Reset I Exit I

Figure 29: Next view ol assi fi cati on_gui according to the user selection.
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4. Press the “Continue” button in order to perform selecisetration.
5. Results have been saved to the workspace.

6. Press the “Reset” button in order to change the input.
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B Appendix: Function Reference

about _t ng_gui

ABOUT_TMG_GUI
ABOUT_TMG_GUI displays information for TMG.
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bi secti ng_.nndsvd

BISECTING.NNDSVD - a bisecting form of the the Non-Negative Double
Singular Value Decomposition Method [2].

BISECTING.NNDSVD applies a bisecting form of the the

Non-Negative Double Singular Value Decomposition Methaid [

using a PDDP-like [2] clustering Method.

[W, H]=BISECTING_NNDSVD(A, k, svdmethod) returns a non-negative

rank-k approximation of the input matrix A using swaethod for

the SVD (possible values svds, propack).

REFERENCES:

[1] D.Boley, Principal Direction Divisive Partitioning, @a
Mining and Knowledge Discovery 2 (1998), no. 4, 325-344.
[2] C. Boutsidis and E. Gallopoulos. SVD-based initialiaat

A head start on nonnegative matrix factorization. Pattern
Recognition, Volume 41, Issue 4, Pages 1350-1362, Apri8200
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bl ock_di agonal i ze

BLOCK_DIAGONALIZE - reorders a matrix heuristically using a
clustering result
[A, N_-ROWS, NCOLS, ROWINDS, COLINDS]=BLOCK_DIAGONALIZE(A,
CLUSTERS) reorders matrix A using the clustering result
represented by the structure CLUSTERSRRWS and NCOLS
store the last row and column index for each row and column
block resprectively, while ROWNDS and COLINDS contain the
permuted row and column indices.
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bl ock_nndsvd

BLOCK_NNDSVD - computes a non-negative rank-L approximation
of the input matrix using the Clustered Latent Semantic
Indexing Method [2] and the Non-Negative Double Singular
Value Decomposition Method [1].
[X, Y]=BLOCK _-NNDSVD(A, CLUSTERS, L, FUNC, ALPHAVAL,
SVD_METHOD) computes a non-negative rank-L approximation X*he input
matrix A with the Clustered Latent Semantic Indexing Metf@d and the
Non-Negative Double Singular Value Decomposition Methbjd [
using the cluster structure information from CLUSTERS BUNC denotes
the method used for the selection of the number of factora #ach
cluster. Possible values for
FUNC:
- 'f". Selection using a heuristic method from [2]
(see KSSELECTION).
-’'f1: Same as 'f’ but use at least one factor
from each cluster.
-’equal’: Use the same number of factors from
each cluster.
ALPHA VAL is a value in [0, 1] used in the number of factors selecti@uristic [2].
Finally, SYVD_.METHOD defines the method used for the computation of the
SVD (svds or propack).

REFERENCES:

[1] C. Boutsidis and E. Gallopoulos. SVD-based initialiaat A head start

on nonnegative matrix factorization. Pattern Recognjti@iume 41,

Issue 4, Pages 1350-1362, April 2008.

[2] D. Zeimpekis and E. Gallopoulos. CLSI: A Flexible Apprmation Scheme from
Clustered Term-Document Matrices. In Proc. 5th SIAM Inétional Conference
on Data Mining, pages 631635, Newport Beach, California,

2005.

[3] D. Zeimpekis and E. Gallopoulos. Document ClusterinqqgNMF based on
Spectral Information. In Proc. Text Mining Workshop 2008he conjunction
with the 8th SIAM International Conference on Data Minindlahta, 2008.
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cl assi fi cati on_gui

CLASSIFICATION.GUI
CLASSIFICATION_GUI is a graphical user interface for all
classification functions of the Text to Matrix Generator
(TMG) Toolbox.
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clsi

CLSI - computes a rank-L approximation of the input matrix
using the Clustered Latent Semantic Indexing Method [1]
[X, Y]=CLSI(A, CLUSTERS, L, FUNC, ALPHAVAL, SVD _METHOD)
computes the rank-L approximation X*Y of the input matrix
A with the Clustered Latent Semantic Indexing Method [1],
using the cluster structure information from CLUSTERS.
FUNC denotes the method used for the selection of the
number of factors from each cluster. Possible values for
FUNC:
- 'f": Selection using a heuristic method from [1]
(see KSSELECTION).
-’f1: Same as 'f’ but use at least one factor
from each cluster.
-’equal’: Use the same number of factors from
each cluster.
ALPHA VAL is a value in [0, 1] used in the number of
factors selection heuristic [1]. Finally, SVBIETHOD
defines the method used for the computation of the SVD
(svds or propack).

REFERENCES:

[1] D. Zeimpekis and E. Gallopoulos. CLSI: A Flexible
Approximation Scheme from Clustered Term-Document Magic
In Proc. 5th SIAM International Conference on Data Mining,
pages 631635, Newport Beach, California, 2005.
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cl ustering_gui

CLUSTERING.GUI
CLUSTERING.GUI is a graphical user interface for all
clustering functions of the Text to Matrix Generator
(TMG) Toolbox.

56




|

cm

CM - computes a rank-L approximation of the input matrix

using the Centroids Method [1]
[X, YI=CM(A, CLUSTERS) computes the rank-K approximation
X*Y of the input matrix A with the Centroids Method [1],
using the cluster structure information from CLUSTERS.

REFERENCES:

[1] H. Park, M. Jeon, and J. Rosen. Lower Dimensional Reptaten
of Text Data Based on Centroids and Least Squares.

BIT Numerical Mathematics, 43(2):427448, 2003.
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col _normal i zati on

COL_NORMALIZATION - normalizes the columns of the input
matrix.
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col rearrange

COL_REARRANGE - reorders a matrix using a clustering result
[A, N_COLS, COLINDS]=COL_ REARRANGE(A, CLUSTERS) reorders
the columns of matrix A using the clustering result représen
by the structure CLUSTERS. ROLS stores the last column index
for each column block, while CQINDS containes the permuted
column indices.
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col utmc.nor s

COLUMN_NORMS - returns the column norms of a matrix
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conput efro_norm

COMPUTEFRO.NORM - returns the frobenius norm of a rank-I matrix A - W * H.
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conput e_scat

COMPUTESCAT - computes the cluster selection criterion value

of PDDP
SCAT=COMPUTESCAT(A, C) returns the square of the frobenius
norm of A-C*ones(1, size(A, 2)).
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creat e_kneans_response

CREATEKMEANS_RESPONSE returns an html response for k-means
CREATEKMEANS_RESPONSE(CLUSTERS, TITLES) creates a summary
html file containing information for the result of the
k-means algorithm, defined by CLUSTERS, when applied to
the dataset with document titles defined in the TITLES
cell array.

CREATEKMEANS_RESPONSE(CLUSTERS, TITLES, VARIANT) defines
additionaly the k-means variant (possible values 'k-means

and 'skmeans’). The result is stored in the "results”

directory and displayed using the default web browser.
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creat e_pddp_response

CREATE_PDDP.RESPONSE returns an html response for PDDP
CREATE.PDDP RESPONSE(TREESTRUCT, CLUSTERS, L, TITLES)
creates a summary html file containing information for
the result of the PDDP algorithm, defined by TREERUCT
and CLUSTERS, when applied to the dataset with document
titles defined in the TITLES cell array. L defines the
maximum number of principal directions used by PDDP.

The result is stored in the "results” directory and
displayed using the default web browser.
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createretrieval response

CREATE.RETRIEVAL_RESPONSE returns an html response for a query
CREATE.RETRIEVAL_RESPONSE(DATASET, IDS, SIMILARITY, QUERY)
creates an html file containing information for the text of
documents of DATASET stored in MySQL defined by IDS and
having SIMILARITY similarity coefficients against QUERY.

The result is stored in the "results” directory and dispthye
using the default web browser.
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di ff _vector

DIFF_VECTOR
DIFF_-VECTOR returns the vector of differences between
consecutive elements of the input vector.
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dr _gui

DR_GUI
DR_GUIl is a graphical user interface for all
dimensionality reduction functions of the Text
to Matrix Generator (TMG) Toolbox.
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eknmeans

EKMEANS - Euclidean k-Means Clustering Algorithm

EKMEANS clusters a term-document matrix using the standard
k-means clustering algorithm. CLUSTERS=EKMEANS(A, C, K,
TERMINATION) returns a cluster structure with K clusters
for the term-document matrix A using as initial centroids
the columns of C (initialized randomly when it is empty).
TERMINATION defines the termination method used in k-means
('epsilon’ stops iteration when objective function desea
falls down a user defined threshold - see OPTIONS input
argument - while ’niter’ stops iteration when a user
defined number of iterations has been reached).
[CLUSTERS, Q]I=EKMEANS(A, C, K, TERMINATION) returns also
the vector of objective function values for each iteration
and [CLUSTERS, Q, C]=EKMEANS(A, C, K, TERMINATION) returns
the final centroid vectors.
EKMEANS(A, C, K, TERMINATION, OPTIONS) defines optional
parameters:

- OPTIONS.iter: Number of iterations (default 10).

- OPTIONS.epsilon: Value for epsilon convergence

criterion (default 1).
- OPTIONS.dsp: Displays results (default 1) or
not (0) to the command window.
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ent r opy

ENTROPY - computes the entropy of a clustering result
[VENTROPY, CONFUSIONMATRIX, MISTAKES]=ENTROPY(CLUSTERS,
LABELS) computes the entropy value of a clustering result
represented by the CLUSTERS structure. LABELS is a vector
of integers containing the true labeling of the objects.

The entropy value is stored in VENTOPY, while
CONFUSIONMATRIX is a k x r matrix, where k is the number
of clusters and r the number of true classes, and
CONFUSIONMATRIX(i, j) records the number of objects

of class j assigned to cluster i. Finally, MISTAKES contains
the number of misassigned objects, measured by m1+...+mk,
where mi=sum(CONFUSIOMATRIX(i, j)), j ~=i.
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get _node_scat

GET_NODE_SCAT - returns the PDDP node with the maximum scatter

value (see PDDP)

[MAX _SCAT.IND, M_SCAT]=

GET.NODE_SCAT(TREESTRUCT, SPLITTED)

returns the node index and the scatter value of the PDDP
tree defined by TREESTRUCT. SPLITTED is a vector that

determines the active nodes.
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gui

GUI
GUI is a simple, top graphical user interface of the Text to
Matrix Generator (TMG) Toolbox. Using GUI, the user can
select any of the four GUI modules (indexing, dimensiogalit
reduction, clustering, classification) of TMG.
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init_tny

INIT _TMG - Installation script of TMG
INIT _TMG is the installation script of the Text to Matrix
Generator (TMG) Toolbox. INITTMG creates the MySQL
database and adds all TMG directories to the path.
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knn_mul ti

KNN_MULTI - k-Nearest Neighboors classifier for multi-label

collections
LABELS_AS=KNN_MULTI(A, Q, K, LABELS, NORMALIZED _DOCS,
THRESHOLDS) classifies the columns of Q with the K-Nearest
Neighboors classifier using the pre-classified columns of
matrix A with labels LABELS (cell array of vectors of
integers). THRESHOLDS is a vector of class threshold
values. NORMALIZEDDOCS defines if cosine (1) or euclidean
distance (0) similarity measure is to be used. LABEAS
contains the assigned labels for the columns of Q.
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knn_si ngl e

KNN_SINGLE - k-Nearest Neighboors classifier for single-label
collections

LABELS_AS=KNN_SINGLE(A, Q, K, LABELS, NORMALIZED_DOCS)

classifies the columns of Q with the K-Nearest Neighboors

classifier using the pre-classified columns of matrix A

with labels LABELS (vector of integers). NORMALIZEIDOCS

defines if cosine (1) or euclidean distance (0) similarity

measure is to be used. LABELASS contains the assigned

labels for the columns of Q.
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ks_sel ecti on

KS_SELECTION - implements the heuristic method from [2] for

the selection of the number of factors from each cluster

used in the Clustered Latent Semantic Indexing method [1].
N_ST=KS.SELECTION(A, NCOLS, ALPHAVAL, L) returns in N.ST
a vector of integers denoting the number of factors (sum
equals L) selected from each cluster of the tdm ACRLS
is a vector containing the last column index for each column
block, while ALPHA VAL is a value in [0, 1].
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ks_sel ecti onl

KS_SELECTION1 - implements the heuristic method from [2] for
the selection of the number of factors from each cluster used
in the Clustered Latent Semantic Indexing method [1]. The
number of factors from each cluster is at least 1.
N_ST=KS SELECTIONL1(A, NCOLS, ALPHAVAL, L) returns in N.ST
a vector of integers denoting the number of factors
(sum equals L) selected from each cluster of the tdm A.
N_COLS is a vector containing the last column index for
each column block, while ALPHA/AL is a value in [0, 1].
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Ilsf_multi

LLSF_MULTI - Linear Least Squares Fit for multi-label
collections [2]
LABELS_AS=LLSFMULTI(A, Q, CLUSTERS, LABELS, L, METHOD,
THRESHOLDS, SVDMETHOD, CLSLMETHOD) classifies the
columns of Q with the Linear Least Squares Fit classifier
[2] using the pre-classified columns of matrix A with
labels LABELS (cell array of vectors of integers).
THRESHOLDS is a vector of class threshold values, while
CLUSTERS is a structure defining the classes. METHOD
is the method used for the approximation of the rank-I
truncated SVD, with possible values:
- 'clsi”: Clustered Latent Semantic Indexing [3].
-’cm’: Centroids Method [1].
-’svd’: Singular Value Decomaosition.
SVD_METHOD defines the method used for the computation
of the SVD, while CLSIMETHOD defines the method used
for the determination of the number of factors from each
class used in Clustered Latent Semantic Indexing in case
METHOD equals ‘clsi'.
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Il sf_single

LLSF_SINGLE - Linear Least Squares Fit for single-label
collections [2]

LABELS_AS=LLSF SINGLE(A, Q, CLUSTERS, LABELS, L, METHOD,
SVD_METHOD, CLSLLMETHOD) classifies the columns of Q
with the Linear Least Squares Fit classifier [2] using
the pre-classified columns of matrix A with labels LABELS
(cell array of vectors of integers). CLUSTERS is a
structure defining the classes. METHOD is the method
used for the approximation of the rank-I truncated SVD,
with possible values:

- 'clsi’: Clustered Latent Semantic Indexing [3].

-’'cm’: Centroids Method [1].

-’svd’: Singular Value Decomaosition.
SVD_METHOD defines the method used for the computation
of the SVD, while CLSIMETHOD defines the method used for
the determination of the number of factors from each class
used in Clustered Latent Semantic Indexing in case METHOD
equals ‘clsi’.
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| sa

LSA - Applies the Latent Semantic Analysis Model to a

document collection
[SC, DOCSINDS] = LSA(D, P, Q, NORMALIZE.DOCS) applies
LSA to the text collection represented by the latent
semantic factors D, P of the collection’s term - document
matrix, for the query defined by the vector Q [1].
NORMALIZE DOCS defines if the document vectors are to be
normalized (1) or not (0). SC contains the sorted
similarity coefficients, while DOGNDS contains the
corresponding document indices.
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make_cl usters_nul ti

MAKE _CLUSTERSMULTI - auxiliary function for the classification
algorithms
CLUSTERS=MAKECLUSTERSMULTI(LABELS) forms the cluster
structure of a multi-label collection with document
classes defined by LABELS (cell array of vectors of
integers).
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make_cl usters_single

MAKE _CLUSTERSSINGLE - auxiliary function for the classification
algorithms
CLUSTERS=MAKECLUSTERSSINGLE(LABELS) forms the cluster
structure of a single-label collection with document céess
defined by LABELS (vector of integers).
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make_l abel s

MAKE _LABELS - creates a label vector of integers for the input
cell array of string
[LABELS, UNIQUE_LABELS]=MAKE _LABELS(INPUT_LABELS) creates a
vector of integer labels (LABELS) for the input cell array
of strings INPUTLABELS. UNIQUE_LABELS contains the strings
of unique labels of the input cell array.
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make_val _i nds

MAKE _VAL _INDS - auxiliary function for the classification
algorithms
INDS=MAKE _VAL _INDS(LABELS) constructs an index vector used
during the thresholding phase of any classifier for the
multi-label collection with document classes defined by
LABELS (cell array of vectors of integers).
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ner ge_di cti onary

MERGE.DICTIONARY - merges two cell arrays of chars and returns
only the distinct elements of their union (used by tmg.m,
tmg_query.m, tdmupdate.m)
[ALL WORDS, ALL DOC.IDS]=
MERGE.DICTIONARY(ALL WORDS, NEWWORDS,
ALL DOC.IDS, NEW_.DOC.IDS) returns in ALLWORDS all distinct
elements of the union of the cell arrays of chars AWORDS,
NEW_WORDS corresponding to two document collections. ADDC_IDS
and NEWDOC._IDS contain the inverted indices of the two
collections. Output argument ALDOC._IDS contains the inverted
index of the whole collection.
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mer ge_t dis

MERGE.TDMS - Merges two document collections
[A, DICTIONARY]=MERGE_TDMS(A1, DICTIONARY1, A2, DICTIONARY?Z2]
merges the tdms Al and A2 with corresponding dictionaries
DICTIONARY1 and DICTIONARY2.
MERGE.TDS(A1, DICTIONARY1, A2, DICTIONARY2, OPTIONS) defines
optional parameters:
- OPTIONS.minlocal freq: The minimum local frequency for
a term (default 1)
- OPTIONS.maxocal freq: The maximum local frequency for
a term (default inf)
- OPTIONS.minglobalfreq: The minimum global frequency
for a term (default 1)
- OPTIONS.maxglobalfreq: The maximum global frequency
for a term (default inf)
- OPTIONS.localweight: The local term weighting function
(default 't'"). Possible values (see [1, 2]):
't': Term Frequency
'b’: Binary
'I': Logarithmic
'a’: Alternate Log
'n’: Augmented Normalized Term Frequency
- OPTIONS.globaleight: The global term weighting function
(default 'x’). Possible values (see [1, 2]):
'X': None
‘'e’: Entropy
'f’: Inverse Document Frequency (IDF)
'g’: Gfldf
'n”: Normal
'p’: Probabilistic Inverse
- OPTIONS.normalization: Indicates if we normalize the
document vectors (default 'x’). Possible values:
X' None
'c’: Cosine
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nmyper ns

MYPERMS - computes all possible combinations of the input
V=MYPERMS|P, L] returns all possible combinations of the
input vector of integers with L numbers.
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nnnf _gui

NNMF_GUI
nnmf_gui is a graphical user interface for all
non-negative dimensionality reduction techniques imgeted
in the Text to Matrix Generator (TMG) Toolbox.
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nnnf _mul _updat e

NNMF_MUL _UPDATE - Applies the multiplicative update algorithm

of Lee and Seung.
NNMF_MUL _UPDATE applies the multiplicative update algorithm
of Lee and Seung for non-negative factorizations. [W, H, S]
= nnmfmul_update(A, W, H, NIT, DSP) produces a non-negative
factorization of A, W*H, using as initial factors W and H,
applying NIT iterations.

REFERENCES:
[1] D. Lee, S. Seung, Algorithms for Non-negative Matrix
Factorization, NIPS (2000), 556-562.
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openfile

OPENFILE
OPENFILE is a graphical user interface for selecting a file,
directory or variable from the workspace. The function nesu
the name of the selected file, directory or variable.
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opt _2neans

OPT_2MEANS - a special case of k-means for k=2
OPT_2MEANS(A, X) returns the clustering that optimizes the
objective function of the k-means algorithm based on the
ordering of vector X.

[CLUSTERS, S]=-OPT2MEANS(A, X) returns the cluster
structure as well as the value of the objective function.
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|

pca

PCA - Principal Component Analysis
[U, S, V]=PCA(A, C, K, METHOD) computes the K-factor
Principal Component Analysis of A, i.e. SVD of
A-C*ones(size(A, 2), 1), using either the svds function
of MATLAB or the PROPACK package [1].

REFERENCES:

[1] R.M.Larsen, PROPACK: A Software Package for the Symioé&igenvalue
Problem and Singular Value Problems on Lanczos and Lancdisgdnalization
with Partial Reorthogonalization, Stanford University,
http://sun.stanford.edsfmunk/PROPACK.
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pca_mat

PCA_MAT - Principal Component Analysis with MATLAB (svds)
[U, S, V]I=PCAMAT(A, C, K) computes the K-factor Principal
Component Analysis of A, i.e. SVD of A-C*ones(size(A, 2),
1), using the svds function of MATLAB.
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pca_mat _af un

PCA_MAT _AFUN - Auxiliary function used in PCAVIAT.
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pca_pr opack

PCA_PROPACK - Principal Component Analysis with PROPACK
[U, S, V]=PCAPROPACK(A, C, K) computes the K-factor
Principal Component Analysis of A, i.e. SVD of
A-C*ones(size(A, 2), 1), using the PROPACK package [1].

REFERENCES:

[1] R.M.Larsen, PROPACK: A Software Package for the Symmoéigenvalue
Problem and Singular Value Problems on Lanczos and Lanczasd®nalization
with Partial Reorthogonalization, Stanford University,
http://sun.stanford.edu/ rmunk/PROPACK.
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pca_propack_At r ansf unc

PCA PROPACKATRANSFUNC - Auxiliary function used in PCA2ROPACK.
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pca_pr opack_af un

PCA_PROPACKAFUN - Aucxiliary function used in TMGPCA_PROPACK.
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pca_updat e

PCA_UPDATE - Principal Component Analysis of a rank-|

updated matrix with MATLAB (eigs)
[U, S, VI=PCA.UPDATE(A, W, H, C, K) computes the K-factor
Principal Component Analysis of A- W * H, i.e. SVD of
(A-W *H)-C *ones(size(A, 2), 1), using the svds
function of MATLAB.
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pca_updat e_af un

PCA_UPDATE_AFUN - Auxiliary function used in PCAJPDATE.
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pddp

PDDP - Principal Direction Divisive Partitioning Clusteg

Algorithm
PDDP clusters a term-document matrix (tdm) using the
Principal Direction Divisive Partitioning clustering
algorithm [1, 2].
CLUSTERS=PDDP(A, K, L) returns a cluster structure with
K clusters for the tdm A formed using information from
the first L principal components of the tdm.
[CLUSTERS, TREESTRUCT]=PDDP(A, K, L) returns also the
full PDDP tree, while [CLUSTERS, TRESTRUCT, S|=PDDP(A,
K, L) returns the objective function of PDDP.
PDDP(A, K, L, SVDMETHOD) defines the method used for the
computation of the PCA (svds - default - or propack), while
PDDP(A, K, L, SVDMETHOD, DSP) defines if results are to be
displayed to the command window (default 1) or not (0).

REFERENCES:

[1] D.Boley, Principal Direction Divisive Partitioning, @a

Mining and Knowledge Discovery 2 (1998), no. 4, 325-344.

[2] D.Zeimpekis, E.Gallopoulos, PDDP(l): Towards a Flédgib
Principal Direction Divisive Partitioning Clustering

Algorithmm, Proc. IEEE ICDM’03 Workshop on Clustering Larg
Data Sets (Melbourne, Florida), 2003.
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pddp_2neans

PDDP.2MEANS - Hybrid Principal Direction Divisive Partitioning
Clustering Algorithm and k-means

PDDP.2MEANS clusters a term-document matrix (tdm) using a
combination of the Principal Direction Divisive Partitiog

clustering algorithm [1] and k-means [2].
CLUSTERS=PDDRP2MEANS(A, K) returns a cluster structure with K
clusters for the tdm A.

[CLUSTERS, TREESTRUCT]=PDDP2MEANS(A, K) returns also the
full PDDP tree, while [CLUSTERS, TRESTRUCT, S]=PDDP2MEANS(A,
K) returns the objective function of PDDP.

PDDP2MEANS(A, K, SVD_.METHOD) defines the method used for the
computation of the PCA (svds - default - or propack).
PDDP2MEANS(A, K, SVD.METHOD, DSP) defines if results are to
be displayed to the command window (default 1) or not (0).

Finally, PDDP2MEANS(A, K, SVD.METHOD, DSP, EPSILON)defines
the termination criterion value for the k-means algorithm.

REFERENCES:

[1] D.Boley, Principal Direction Divisive Partitioning, @a
Mining and Knowledge Discovery 2 (1998), no. 4, 325-344.
[2] D.Zeimpekis, E.Gallopoulos, k-means Steering of Sgagct
Divisive Clustering Algorithms, Proc. of Text Mining Worksp,
Minneapolis, 2007.
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pddp_extract _centroi ds

PDDPEXTRACT_CENTROIDS - returns the cluster centroids of a
PDDP clustering result.
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pddp_opt cut

PDDP.OPTCUT - Hybrid Principal Direction Divisive

Partitioning Clustering Algorithm and k-means
PDDP.OPTCUT clusters a term-document matrix (tdm) using
a combination of the Principal Direction Divisive
Partitioning clustering algorithm [1] and k-means [2].
CLUSTERS=PDDPOPTCUT(A, K) returns a cluster structure
with K clusters for the tdm A.
[CLUSTERS, TREESTRUCT]=PDDROPTCUT(A, K) returns also the
full PDDP tree, while [CLUSTERS, TRESTRUCT, S]=PDDPOPTCUT(A,
K) returns the objective function of PDDP.
PDDP.OPTCUT(A, K, SVDMETHOD) defines the method used for the
computation of the PCA (svds - default - or propack).
PDDP.OPTCUT(A, K, SYDMETHOD, DSP) defines if results are to be
displayed to the command window (default 1) or not (0). Hinal
PDDP.OPTCUT(A, K, SYVYDMETHOD, DSP, EPSILON) defines the
termination criterion value for the k-means algorithm.

REFERENCES:

[1] D.Boley, Principal Direction Divisive Partitioning, @a
Mining and Knowledge Discovery 2 (1998), no. 4, 325-344.
[2] D.Zeimpekis, E.Gallopoulos, k-means Steering of Sgagct
Divisive Clustering Algorithms, Proc. of Text Mining Worksp,
Minneapolis, 2007.
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pddp_opt cut 2neans

PDDP.OPTCUT.2MEANS - Hybrid Principal Direction Divisive

Partitioning Clustering Algorithm and k-means
PDDP.OPTCUT.2MEANS clusters a term-document matrix (tdm)
using a combination of the Principal Direction Divisive
Partitioning clustering algorithm [1] and k-means [2].
CLUSTERS=PDDEOPTCUT.OPTCUT.2MEANS(A, K) returns a cluster
structure with K clusters for the tdm A.
[CLUSTERS, TREESTRUCT]=PDDRPOPTCUT.2MEANS(A, K) returns also
the full PDDP tree, while [CLUSTERS, TREETRUCT, S]=
PDDP.OPTCUT.2MEANS(A, K) returns the objective function of
PDDP.
PDDP.OPTCUT.2MEANS(A, K, SVD_.METHOD) defines the method used
for the computation of the PCA (svds - default - or propack).
PDDP.OPTCUT.2MEANS(A, K, SVD_.METHOD, DSP) defines if results
are to be displayed to the command window (default 1) or not
(0). Finally, PDDROPTCUT.2MEANS(A, K, SYD.METHOD, DSP, EPSILON)
defines the termination criterion value for the k-means
algorithm.

REFERENCES:

[1] D.Boley, Principal Direction Divisive Partitioning, @a
Mining and Knowledge Discovery 2 (1998), no. 4, 325-344.
[2] D.Zeimpekis, E.Gallopoulos, k-means Steering of Sgact
Divisive Clustering Algorithms, Proc. of Text Mining Worksp,
Minneapolis, 2007.
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pddp_opt cut pd

PDDP.OPTCUTPD - Hybrid Principal Direction Divisive
Partitioning Clustering Algorithm and k-means

PDDP.OPTCUTPD clusters a term-document matrix (tdm) using

a combination of the Principal Direction Divisive

Partitioning clustering algorithm [1, 2] and k-means [3].
CLUSTERS=PDDFOPTCUT.OPTCUTPD(A, K, L) returns a cluster
structure with K clusters for the tdm A formed using

information from the first L principal components of the

tdm.

[CLUSTERS, TREESTRUCT]=PDDPOPTCUTPD(A, K, L) returns
also the full PDDP tree, while [CLUSTERS, TREETRUCT, S]=
PDDP.OPTCUTPD(A, K, L) returns the objective function of

PDDP. PDDPOPTCUTPD(A, K, L, SVDMETHOD) defines the method used
for the computation of the PCA (svds - default - or

propack). Finally, PDDEOPTCUTPD(A, K, L, SYDMETHOD, DSP)
defines if results are to be displayed to the command window
(default 1) or not (0).

REFERENCES:

[1] D.Boley, Principal Direction Divisive Partitioning, @a

Mining and Knowledge Discovery 2 (1998), no. 4, 325-344.

[2] D.Zeimpekis, E.Gallopoulos, PDDP(l): Towards a Flégib
Principal Direction Divisive Partitioning Clustering

Algorithmm, Proc. IEEE ICDM’'03 Workshop on Clustering Larg
Data Sets (Melbourne, Florida), 2003.

[3] D.Zeimpekis, E.Gallopoulos, k-means Steering of Sgact
Divisive Clustering Algorithms, Proc. of Text Mining Worksp,
Minneapolis, 2007.

104




ps_pdf 2asci i

PSPDF2ASCII - converts the input ps or pdf file to ASCII
RESULT = PSPDF2ASCII(FILENAME) converts the input ps or
pdf files to ASCII, using ghostscript’s utility 'ps2ascii’.
RESULT returns a success indicator, e.g. -2 if the input
file does not exist or has a wrong format, -1 if gs is not
installed or the path isn't set, 0 if ‘ps2ascii’ didn’t
work properly, and 1 if the conversion was successful.
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retrieval _gui

RETRIEVAL_GUI
RETRIEVAL_GUI is a graphical user interface for all retrieval
functions of the Text to Matrix Generator (TMG) Toolbox.
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rocchio_nul ti

ROCCHIOMULTI - Rocchio classifier for multi-label collections
LABELS_AS=KNN_MULTI(A, CLUSTERS, BETA, GAMMA, Q, LABELS,
NORMALIZED _DOCS, THRESHOLDS) classifies the columns of Q
with the Rocchio classifier using the pre-classified columns
of matrix A with labels LABELS (vector of integers).

THRESHOLDS is a vector of class threshold values. BETA and
GAMMA define the weight of positive and negative examples in
the formation of each class centroid. NORMALIZHDOCS defines
if cosine (1) or euclidean distance (0) similarity meassre i

to be used. LABELSAS contains the assigned labels for the
columns of Q.
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rocchi o_singl e

ROCCHIQOSINGLE - Rocchio classifier for single-label collections
LABELS_AS=KNN_SINGLE(A, CLUSTERS, BETA, GAMMA, Q, LABELS,
NORMALIZED _DOCS) classifies the columns of Q with the
Rocchio classifier using the pre-classified columns of
matrix A with labels LABELS (vector of integers).

BETA and GAMMA define the weight of positive and negative
examples in the formation of each class centroid.

NORMALIZED _DOCS defines if cosine (1) or euclidean distance
(0) similarity measure is to be used. LABELAS contains

the assigned labels for the columns of Q.
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scut _knn

SCUT.KNN - implements the Scut thresholding technique from [1]
for the k-Nearest Neighboors classifier

THRESHOLD=SCUTKNN(A, Q, K, LABELS_TR, LABELS_TE, MINF1,
NORMALIZE, STEPS) returns the vector of thresholds for

the k-Nearest Neighboors classifier for the collection

[A Q]. A and Q define the training and test parts of

the validation set with labels LABELSR and LABELSTE
respectively. MINF1 defines the minimum F1 value and
NORMALIZE defines if cosine (1) or euclidean distance (0)
measure of similarity is to be used. Finally, STEPS

defines the number of steps used during thresholding.
[THRESHOLD, F, THRESHOLDS]=SCUKNN(A, Q, K, LABELS_TR,
LABELS_TE, MINF1, NORMALIZE, STEPS) returns also the best
F1 value as well as the matrix of thresholds for each step

(row i corresponds to step i).

REFERENCES:

[1]Y. Yang. A Study of Thresholding Strategies for Text
Categorization. In Proc. 24th ACM SIGIR, pages 137145,
New York, NY, USA, 2001. ACM Press.
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scut | | sf

SCUT.LLSF - implements the Scut thresholding technique from [2]
for the Linear Least Squares Fit classifier [3]

THRESHOLD=SCUTLLSF(A, Q, CLUSTERS, K, LABELSTR, LABELS_TE,
MINF1, L, METHOD, STEPS, SVDMETHOD, CLSLMETHOD) returns
the vector of thresholds for the Linear Least Squares Fit
classifier for the collection [A Q]. A and Q define the
training and test parts of the validation set with labels
LABELS_TR and LABELSTE respectively. CLUSTERS is a
structure defining the classes, while MINF1 defines the
minimum F1 value and STEPS defines the number of steps
used during thresholding.
METHOD is the method used for the approximation of the
rank-1 truncated SVD, with possible values:
- clsi”: Clustered Latent Semantic Indexing [4].
-’cm’: Centroids Method [1].
- 'svd’: Singular Value Decomaosition.
SVD_METHOD defines the method used for the computation of
the SVD, while CLSIMETHOD defines the method used for the
determination of the number of factors from each class used
in Clustered Latent Semantic Indexing in case METHOD equals
‘clsi’.
[THRESHOLD, F, THRESHOLDS]=SCUTLSF(A, Q, CLUSTERS, K,
LABELS_TR, LABELS_TE, MINF1, L, METHOD, STEPS, SVOIMETHOD,
CLSI_.METHOD) returns also the best F1 value as well as the
matrix of thresholds for each step (row i corresponds to
stepi).

REFERENCES:

[1] H. Park, M. Jeon, and J. Rosen. Lower Dimensional
Representation of Text Data Based on Centroids and Least
Squares. BIT Numerical Mathematics, 43(2):427448, 2003.
[2] Y. Yang. A Study of Thresholding Strategies for Text
Categorization. In Proc. 24th ACM SIGIR, pages 137145,
New York, NY, USA, 2001. ACM Press.

[3]Y. Yang and C. Chute. A Linear Least Squares Fit
Mapping Method for Information Retrieval from Natural
Language Texts. In Proc. 14th Conference on Computational
Linguistics, pages 447453, Morristown, NJ, USA, 1992.

[4] D. Zeimpekis and E. Gallopoulos, "Non-Linear Dimensabn
Reduction via Class Representatives for Text Classifioatio

In Proc. 2006 IEEE International Conference on Data Mining
(ICDM’'06), Hong Kong, Dec. 2006.
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scut _-rocchi o

SCUT_ROCCHIO - implements the Scut thresholding technique
from [1] for the Rocchio classifier
THRESHOLD=SCUTROCCHIO(A, CLUSTERS, BETA, GAMMA, Q,
LABELS_TR, LABELS_TE, MINF1, NORMALIZE, STEPS) returns
the vector of thresholds for the Rocchio classifier
for the collection [A Q]. A and Q define the training
and test parts of the validation set with labels
LABELS_TR and LABELSTE respectively. MINF1 defines
the minimum F1 value, while NORMALIZE defines if cosine
(2) or euclidean distance (0) measure of similarity is
to be used, CLUSTERS is a structure defining the classes
and STEPS defines the number of steps used during
thresholding. BETA and GAMMA define the weight of positive
and negative examples in the formation of each class
centroid.
[THRESHOLD, F, THRESHOLDS]=SCUROCCHIO(A, CLUSTERS, BETA,
GAMMA, Q, LABELS_TR, LABELS_TE, MINF1, NORMALIZE, STEPS)
returns also the best F1 value as well as the matrix of
thresholds for each step (row i corresponds to step i).

REFERENCES:

[1] Y. Yang. A Study of Thresholding Strategies for Text
Categorization. In Proc. 24th ACM SIGIR, pages 137145,
New York, NY, USA, 2001. ACM Press.
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sdd_t ng

SDD_TMG - interface for SDDPACK
[X, D, Y]=SDD_TMG(A, K) computes a rank-K Semidiscrete
Decomposition of A using the SDDPACK [1].

REFERENCES:

Tamara G. Kolda and Dianne P. O’Leary, Computation and Uktds0
Semidiscrete Matrix Decomposition, Computer Science Biepant Report
CS-TR-4012 Institute for Advanced Computer Studies RegMtACS-TR-99-22,
University of Maryland, April 1999.
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skneans

SKMEANS - Spherical k-Means Clustering Algorithm

SKMEANS clusters a term-document matrix using the Sphkrica
k-means clustering algorithm [1]. CLUSTERS=SKMEANS(AIC,
TERMINATION) returns a cluster structure with K clusters
for the term-document matrix A using as initial centroids
the columns of C (initialized randomly when it is empty).
TERMINATION defines the termination method used in sphérica
k-means (‘epsilon’ stops iteration when objective funatio
increase falls down a user defined threshold - see OPTIONS
input argument - while 'riter’ stops iteration when a user
defined number of iterations has been reached).
[CLUSTERS, Q]=SKMEANS(A, C, K, TERMINATION) returns also
the vector of objective function values for each iteration
and [CLUSTERS, Q, C]=SKMEANS(A, C, K, TERMINATION) returns
the final centroid vectors.
SKMEANS(A, C, K, TERMINATION, OPTIONS) defines optional
parameters:

- OPTIONS.iter: Number of iterations (default 10).

- OPTIONS.epsilon: Value for epsilon convergence

criterion (default 1).
- OPTIONS.dsp: Displays results (default 1) or not (0)
to the command window.

REFERENCES:

[1]1. S. Dhillon and D. M. Modha, "Concept Decompositions
for Large Sparse Text Data using Clustering”, Machine
Learning, 42:1, pages 143-175, Jan, 2001.
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st enmer

STEMMER - applies the Porter’'s Stemming algorithm [1]
S = STEMMER(TOKEN, DSP) returns in S the stemmed word of
TOKEN. DSP indicates if the function displays the result
of each stem (1).

REFERENCES:

[1] M.F.Porter, An algorithm for suffix stripping, Prograi(3): 130-137,
1980.
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striphtm

STRIP.HTML - removes html entities from an html file
S = STRIPHTML(FILENAME) parses file FILENAME and removes
the html entities, while the result is stored in S as a
cell array and written in file "FILENAME.TXT".
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svd_t ng

SVD_TMG - Singular Value Decomposition
[U, S, V]=SVD_TMG(A, K, METHOD) computes the K-factor
truncated Singular Value Decomposition of A using either
the svds function of MATLAB or the PROPACK package [1].

REFERENCES:

[1] R.M.Larsen, PROPACK: A Software Package for the Symmoéigenvalue
Problem and Singular Value Problems on Lanczos and Lanczasd®nalization
with Partial Reorthogonalization, Stanford University,
http://sun.stanford.edu/ rmunk/PROPACK.
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svd_updat e

SVD_UPDATE - Singular Value Decomposition of a
rank-l update matrix with MATLAB (eigs)
[U, S, VI=SVD_UPDATE(A, X, Y, K) computes the
K-factor SVD of A-X*Y, using the eigs function of MATLAB.
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svd_updat e_af un

SVD_UPDATE_AFUN - Aukxiliary function used in SVDUPDATE.
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t dmdowndat e

TDM _DOWNDATE - renews a text collection by downdating the
correspoding term-document matrix
A =TDM _DOWNDATE(UPDATE.STRUCT, REMOVEDDOCS) returns the new
term - document matrix of the downdated collection.
UPDATE_STRUCT defines the update structure returned by TMG,
while REMOVED DOCS defines the indices of the documents that
is to be be removed.
[A, DICTIONARY] = TDM _DOWNDATE(UPDATE.STRUCT, REMOVEDDOCYS)
returns also the dictionary for the updated collection,levhi
[A, DICTIONARY, GLOBAL WEIGHTS, NORMALIZED_FACTORS]
= TDM_DOWNDATE(UPDATE.STRUCT, REMOVEDDOCS) returns the
vectors of global weights for the dictionary and the
normalization factor for each document in case such a factor
is used. If normalization is not used TDRMIOWNDATE returns a
vector of all ones. [A, DICTIONARY, GLOBALWEIGHTS,
NORMALIZATION _FACTORS, WORDSPERDOC] =
TDM_DOWNDATE(UPDATE.STRUCT, REMOVEDDOCS) returns statistics
for each document, i.e. the number of terms for each document
[A, DICTIONARY, GLOBAL WEIGHTS, NORMALIZATION_FACTORS,
WORDSPERDOC, TITLES, FILES] = TDMDOWNDATE(UPDATE.STRUCT,
REMOVED_DOCS) returns in FILES the filenames containing the
collection’s documents and a cell array (TITLES) that corga
a declaratory title for each document, as well as the doctimnen
first line.
Finally [A, DICTIONARY, GLOBAL _WEIGHTS, NORMALIZATION_FACTORS,
WORDSPERDOC, TITLES, FILES, UPDATESTRUCT] =
TDM_DOWNDATE(UPDATE.STRUCT, REMOVEDDOCS) returns the update
structure that keeps the essential information for the
collection’ s update (or downdate).
TDM_DOWNDATE(UPDATE.STRUCT, REMOVEDDOCS, OPTIONS) defines
optional parameters:
- OPTIONS.dsp: Displays results (default 1) or not (0)
to the command window.
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t dmupdat e

TDM _UPDATE renews a text collection by updating the
correspoding term-document matrix.

A = TDM _UPDATE(FILENAME, UPDATE STRUCT) returns the new
term - document matrix of the updated collection. FILENAME
defines the file (or files in case a directory is supplied)
containing the new documents, while UPDABT RUCT defines
the update structure returned by TMG. In case FILENAME
variable is empty, the collection is simply updated using
the options defined by UPDATETRUCT (for example, use
another term-weighting scheme).
[A, DICTIONARY] = TDM _UPDATE(FILENAME, UPDATE. STRUCT)
returns also the dictionary for the updated collection,
while [A, DICTIONARY, GLOBAL _WEIGHTS, NORMALIZED_FACTORS]
= TDM_UPDATE(FILENAME, UPDATE STRUCT) returns the vectors
of global weights for the dictionary and the normalization
factor for each document in case such a factor is used.
If normalization is not used TDMUPDATE returns a vector
of all ones.
[A, DICTIONARY, GLOBAL WEIGHTS, NORMALIZATION_FACTORS,
WORDSPERDOC] = TDM_UPDATE(FILENAME, UPDATE.STRUCT) returns
statistics for each document, i.e. the number of terms for
each document.
[A, DICTIONARY, GLOBAL WEIGHTS, NORMALIZATION_FACTORS,
WORDSPERDOC, TITLES, FILES] = TDMUPDATE(FILENAME,
UPDATE_STRUCT) returns in FILES the filenames contained in
directory (or file) FILENAME and a cell array (TITLES) that
containes a declaratory title for each document, as well as
the document’s first line.
Finally [A, DICTIONARY, GLOBAL _WEIGHTS, NORMALIZATION_FACTORS,
WORDSPERDOC, TITLES, FILES, UPDATESTRUCT] =
TDM_UPDATE(FILENAME, UPDATE STRUCT) returns the update
structure that keeps the essential information for the
collection’ s update (or downdate).
TDM_UPDATE(FILENAME, UPDATE.STRUCT, OPTIONS) defines optional
parameters:
- OPTIONS.delimiter: The delimiter between documents inith

the same file. Possible values are 'emptyline’ (default),

‘nonedelimiter’ (treats each file as a single document)

or any other string.

- OPTIONS.linedelimiter: Defines if the delimiter takes a
whole line of text (default, 1) or not.
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- OPTIONS.updatestep: The step used for the incremental
built of the inverted index (default 10,000).

- OPTIONS.dsp: Displays results (default 1) or not (0) to
the command window.
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tmg

TMG - Text to Matrix Generator

TMG parses a text collection and generates the term -

document matrix.

A = TMG(FILENAME) returns the term - document matrix,

that corresponds to the text collection contained in

files of directory (or file) FILENAME.

Each document must be separeted by a blank line (or

another delimiter that is defined by OPTIONS argument)

in each file.

[A, DICTIONARY] = TMG(FILENAME) returns also the

dictionary for the collection, while [A, DICTIONARY,
GLOBAL_WEIGHTS, NORMALIZED_.FACTORS] = TMG(FILENAME)
returns the vectors of global weights for the dictionary

and the normalization factor for each document in case

such a factor is used. If normalization is not used TMG

returns a vector of all ones.

[A, DICTIONARY, GLOBAL WEIGHTS, NORMALIZATION_FACTORS,
WORDSPERDOC] = TMG(FILENAME) returns statistics for

each document, i.e. the number of terms for each document.

[A, DICTIONARY, GLOBAL WEIGHTS, NORMALIZATION_FACTORS,
WORDSPERDOC, TITLES, FILES] = TMG(FILENAME) returns in
FILES the filenames contained in directory (or file)

FILENAME and a cell array (TITLES) that containes a

declaratory title for each document, as well as the

document’s first line. Finally [A, DICTIONARY,

GLOBAL_WEIGHTS, NORMALIZATION_FACTORS, WORDSPERDOC,
TITLES, FILES, UPDATESTRUCT] = TMG(FILENAME) returns a
structure that keeps the essential information for the

collection’ s update (or downdate).

TMG(FILENAME, OPTIONS) defines optional parameters:

- OPTIONS.usanysql: Indicates if results are to be
stored in MySQL.

- OPTIONS.dhname: The name of the directory where
the results are to be saved.

- OPTIONS.delimiter: The delimiter between documents
within the same file. Possible values are 'emptyline’
(default), 'nonedelimiter’ (treats each file as a
single document) or any other string.

- OPTIONS.linedelimiter: Defines if the delimiter
takes a whole line of text (default, 1) or not.

- OPTIONS.stoplist: The filename for the stoplist,
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i.e. alist of common words that we don't use for
the indexing (default no stoplist used).
- OPTIONS.stemming: Indicates if the stemming algorithm
is used (1) or not (O - default).
- OPTIONS.updatestep: The step used for the incremental
built of the inverted index (default 10,000).
- OPTIONS.minlength: The minimum length for a term
(default 3).
- OPTIONS.maxength: The maximum length for a term
(default 30).
- OPTIONS.minlocal freq: The minimum local frequency for
aterm (default 1).
- OPTIONS.maxocal freq: The maximum local frequency for
a term (default inf).
- OPTIONS.minglobalfreq: The minimum global frequency
for a term (default 1).
- OPTIONS.maxglobalfreq: The maximum global frequency
for a term (default inf).
- OPTIONS.localweight: The local term weighting function
(default 't"). Possible values (see [1, 2]):
't Term Frequency
'b’; Binary
'I': Logarithmic
'a’; Alternate Log
'n’: Augmented Normalized Term Frequency
- OPTIONS.globaleight: The global term weighting function
(default 'x’). Possible values (see [1, 2]):
X2 None
‘e’ Entropy
'f”: Inverse Document Frequency (IDF)
‘g Gfldf
'n’: Normal
'p’: Probabilistic Inverse
- OPTIONS.normalization: Indicates if we normalize the
document vectors (default 'x’). Possible values:
X' None
'c’: Cosine
- OPTIONS.dsp: Displays results (default 1) or not (0) to
the command window.

REFERENCES:

[1] M.Berry and M.Browne, Understanding Search EnginestHdmatical
Modeling and Text Retrieval, Philadelphia, PA: Society Ifudtustrial

and Applied Mathematics, 1999.

[2] T.Kolda, Limited-Memory Matrix Methods with Applicatins,
Tech.Report CS-TR-3806, 1997.
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t ng_gui

TMG_GUI
TMG_GUI is a graphical user interface for all indexing
routines of the Text to Matrix Generator (TMG) Toolbox.
For a full documentation type 'help tmg’, help tnguery’,
'help tdm.update’ or ’help tdrmdowndate’.
For a full documentation of the GUI's usage, select the
help tab to the GUI.
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t ng_query

TMG_QUERY - Text to Matrix Generator, query vector constructor
TMG_QUERY parses a query text collection and generates the
query vectors corresponding to the supplied dictionary.

Q = TMG_QUERY(FILENAME, DICTIONARY) returns the query
vectors, that corresponds to the text collection contained

in files of directory FILENAME. DICTIONARY is the array of

terms corresponding to a text collection.

Each query must be separeted by a blank line (or another

delimiter that is defined by OPTIONS argument) in each file.

[Q, WORDSPERQUERY] = TMG_QUERY(FILENAME, DICTIONARY)
returns statistics for each query, i.e. the number of terms

for each query.

Finally, [Q, WORDSPERQUERY, TITLES, FILES] =
TMG_QUERY(FILENAME) returns in FILES the filenames contained
in directory (or file) FILENAME and a cell array (TITLES)

that containes a declaratory title for each query, as well

as the query’s first line.

TMG_QUERY(FILENAME, DICTIONARY, OPTIONS) defines optional
parameters:

- OPTIONS.delimiter: The delimiter between queries within
the same file. Possible values are 'emptyline’ (default),
'none.delimiter’ (treats each file as a single query)
or any other string.

- OPTIONS. .linedelimiter: Defines if the delimiter takes a
whole line of text (default, 1) or not.

- OPTIONS.stoplist: The filename for the stoplist, i.e. a
list of common words that we don’t use for the indexing
(default no stoplist used).

- OPTIONS.stemming: Indicates if the stemming algorithm is
used (1) or not (O - default).

- OPTIONS.updatestep: The step used for the incremental
built of the inverted index (default 10,000).

- OPTIONS.localweight: The local term weighting function
(default 't"). Possible values (see [1, 2]):

't': Term Frequency

'b’: Binary

'I': Logarithmic

‘a’; Alternate Log

'n’; Augmented Normalized Term Frequenct

- OPTIONS.globaleights: The vector of term global
weights (returned by tmg).

- OPTIONS.dsp: Displays results (default 1) or not (0).
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REFERENCES:

[1] M.Berry and M.Browne, Understanding Search Enginesthdmatical Modeling
and Text Retrieval, Philadelphia, PA: Society for Indwsdtand

Applied Mathematics, 1999.

[2] T.Kolda, Limited-Memory Matrix Methods with Applicatns,

Tech.Report CS-TR-3806, 1997.
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tnmg_saveresults

TMG_SAVE_RESULTS
TMG_SAVE_RESULTS is a graphical user interface used from
TMG_GUI, for saving the results to a (or multiple) .mat
file(s).
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tng_tenpl ate

TDM _TEMPLATE - demo script
This is a template script demonstrating the use of TMG,
as well as the application of the resulting TDM'S in
two IR tasks, quering and clustering. The quering models
used is the Vector Space Model (see vsm.m) and LSI
(see Isi.m), while two versions of the k-means algorithm
(euclidean and spherical, see ekmeans.m and skmeans.m)
cluster the resulting matrix (see pddp.m). The user can
edit this code in order to change the default OPTIONS of
TMG, as well as to apply other IR tasks or use his own
implementations regarding these tasks.
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t wo_neans_1d

TWO_MEANS_1D - returns the clustering that optimizes the
objective function of the k-means algorithm for the input
vector.
[CUTOFF, CLUSTERS, DISTANCE, OF, MEAN1, MEANZ2]=
TWO_MEANS_1D(A) returns the cutoff value of the clustering,
the cluster structure, the separation distance, the value
of the objective function and the two mean values.
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uni que_el ement s

UNIQUE_ELEMENTS - detects all distinct elements of a vector
[ELEMENTS, N] = UNIQUE ELEMENTS(X) returns in ELEMENTS all
distinct elements of vector X, and in N the number of times
each element appears in X. A value is repeated if it appears
in non-consecutive elements. For no repetitive elememts so
the input vector.
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uni que_wor ds

UNIQUE_WORDS - detects all distinct elements of a cell array of
chars (used by tmg.m, tmguery.m, tdmupdate.m)
[NEW_WORDS, NEWDOC._IDS]=UNIQUE_-WORDS(WORDS, DOADS,
N_DOCS)
returns in NEWWORDS all distinct elements of the cell array
of chars WORDS. DOGQDS is the vector of the document identifiers
containing the corresponding words, whileDOCS is the total
number of documents contained to the collection. NEMVC_IDS
contains the inverted index of the collection as a cell array
of 2 x N_.DOCS arrays.
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vsm

VSM - Applies the Vector Space Model to a document collection

[SC, DOCSINDS] = VSM(D, Q, NORMALIZE DOCS) applies the
Vector Space Model to the text collection represented by

the term - document matrix D for the query defined by the

vector Q [1]. NORMALIZEDOCS defines if the document
vectors are to be normalized (1) or not (0). SC contains

the sorted similarity coefficients, while DQIBIDS contains

the corresponding document indices.

REFERENCES:

[1] M.Berry and M.Browne, Understanding Search Engines,
Mathematical Modeling and Text Retrieval, Philadelphia,
PA: Society for Industrial and Applied Mathematics, 1999.
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